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PREFACE

Norwegian regulations relating to fiscal measurement of oil and gas require that the overall measure-
ment uncertainty is documented to be within defined limits. However, the different methods used
have given different results. A consistent and standardised method of uncertainty evaluation has been
required, so that different measurement systems could be directly and reliably compared.

In 1993 the ISO report “Guide to the expression of uncertainty in measurement” (commonly referred
to as the “ Guide” or the “GUM”" ) was published, with a revision in 1995. This report is providing
general rules for evaluating and expressing uncertainty in measurement, intended for a broad scope of
measurement areas. The GUM was jointly developed by the International Organisation of Standardi-
zation (1S0O), the International Electrotechnical Commision (IEC), the International Organization of
Legal Metrology (OIML) and the International Bureau of Weights and Measurement (BIPM).

In 1999 a “Handbook of uncertainty calculations - Fiscal metering stations” was developed by the
Norwegian Petroleum Directorate (NPD), the Norwegian Society for Oil and Gas Measurement
(NFOGM) and Christian Michelsen Research (CMR), addressing fiscal metering of oil using turbine
meters, and fiscal metering of gas using orifice meters.

The intention of this initiative was that a user-friendly handbook together with an Excel program,
based upon the principles laid down in the GUM, would satisfy the need for a modern method of un-
certainty evaluation in the field of fiscal oil and gas measurement.

As a further development with respect to fiscal metering of gas, a follow-up project was initiated by
the same partners to develop a handbook addressing the uncertainty of fiscal gas metering stations
using ultrasonic meters (USM).

A reference group consisting of nine persons with a broad and varied competence from oil and gas
measurement has evaluated and commented the handbook. The reference group has consisted of:

Reidar Sakariassen, M etroPartner,

Erik Made, Phillips Petroleum Company Norway,

Trond Folkestad, Norsk Hydro,

Endre Jacobsen, Statoil,

Tore Lgland, Statoil,

John Eide, IME Consultants and Holta-Haaland,

Jostein Eide, Kongsberg Fimas,

Hakon Moestue, Norsk Hydro,

Hans Arne Frgystein, The Norwegian Metrology and Accreditation Service.

The reference group concludes that the “Handbook of uncertainty calculations - Ultrasonic fiscal gas
metering stations” isreliable and in conformity with the GUM.

We wish to express our thanks to the project leader at CMR, Per Lunde, and to the members of the
reference group for their contribution to this handbook.

December 2001
Norwegian Petroleum Directorate (NPD)  Norwegian Society for Oil and Gas Measurement (NFOGM)

Einar Halvorsen Phillips Petroleum Company Norway
Svein Neumann
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1.

1.1

111

INTRODUCTION

Background

In a cooperation between the Norwegian Society of Oil and Gas Measurement
(NFOGM), the Norwegian Petroleum Directorate (NPD) and Christian Michelsen
Research AS (CMR), there has earlier been worked out a "Handbook on uncertainty
calculations - Fiscal metering stations' [Dahl et al., 1999]. That handbook concen-
trated on fiscal oil metering stations based on a turbine flow meter, and fiscal gas
metering stations based on an orifice flow meter. As a further development with re-
spect to fiscal gas metering stations, a follow-up project has been initiated between
the same partners for developing a handbook on uncertainty calculations for gas me-
tering stations which are based on a flow calibrated multipath ultrasonic gas flow
meter [Lunde, 2000].

USM fiscal metering of gas

Multipath transit-time ultrasonic gas flow meters (USMs) are today increasingly
taken into use for fiscal metering of natural gas, and have already been developed to
a level where they are competitive alternatives to more conventional technology as
turbine and orifice meters.

USM technology offers significant operational advantages such as no moving parts,
no obstruction of flow, no pressure loss, and bi-directional operation (reducing need
for pipework). Compact metering stations can be constructed on basis of the large
turn-down ratio of USMs (35:1 or larger, tentatively), reducing the need for a multi-
plicity of meters to cover a wide flow range, and the short upstream/downstream re-
guirements with respect to disturbances. Measurement possibilities are offered
which have not been available earlier, such as flow monitoring (e.g. pulsating flow,
flow velocity profile, velocity of sound (VOS) profile), and self-checking capabilities
(from sound velocity, signal level, etc.). There are also potentials of utilizing addi-
tional information such as for gas density and calorific value determination.

The first generation of USMs has been on the market for about a decade. Three
manufacturers offer such meters for gas fisca metering today [Daniel, 2000],
[Kongsberg, 2000], [Instromet, 2000], cf. Fig. 1.1. USMs have demonstrated their
capability to provide metering accuracy within national regulation requirements
[NPD, 2001], [AGA, 1998]. Better than £1 % uncertainty of mass flow rate (meas-
ured value) is being reported, as required for custody transfer [NPD, 2001]. In ap-
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propriate applications, multi-path ultrasonic meters can offer significant cost bene-
fits. Compared to conventional turbine and orifice meters, USM technology is in-
creasingly gaining acceptance throughout the industry, and is today in use in gas
metering stations onshore and offshore. The world market for precision metering of
gas is significant, and several hundred meters are today delivered each year on a
world basis (including fiscal and "check” meters).

Fig. 1.1  Three types of multipath ultrasonic flow meters for gas available today: (a) Daniel Senior-
Sonic [Daniel, 2000, 2001], (b) Kongsberg MPU 1200 [Kongsberg, 2000, 2001], (c) In-
stromet Q-Sonic [Instromet, 2000]. Used by permission of Daniel Industries, FMC
Kongsberg Metering and Instromet.

In Norway the use of USMs is already included in the national regulations and stan-
dards for fiscal metering of gas [NPD, 1997; 2001], [NORSOK, 19983]. In the USA
the AGA report no. 9 [AGA-9, 1998] provides guidelines for practical use of USMs
for fiscal gas metering. Internationally, work has been initiated for ISO standardiza-
tion of ultrasonic gas flow measurement, based e.g. on the reports 1SO/TR
126765:1997 [1SO, 1997] and AGA-9.

In spite of the considerable interest from oil and gas industry users, USMs still repre-
sent "new" technology, which in Europe has been tried out over a period of about 10
years. In the USA, Canada, etc., users were to a large extent awaiting the AGA-9
document, issued in 1998. A USM is an advanced "high-technology" electronics in-
strument, which requires competence both in production and use. USM technology is
relatively young compared with more traditional flow metering technologies, and
potentials and needs exist for further robustness and development. The technology is
expected to mature over time, and the need for standardization and improved trace-
ability is significant.
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For example, methods and tools to evaluate the accuracy of USMs will be important
in coming years. Asthereisagreat number of ways to determine the flow of natural
gas, the seller and buyer of a gas product often chooses to measure the gas with two
different methods, involving different equipment. This will often result in two dif-
ferent values for the measured gas flow, creating a dispute as to the correctness of
each value. Although it is common knowledge that each value of the measured gas
flow has an uncertainty, it often causes contractual disputes. The many different ap-
proaches to calculating the uncertainty is also a source of confusion; - varying prac-
tice in this respect has definitely been experienced among members in the group of
USM manufacturers, engineering companies (metering system designers) and oper-
ating companies.

In practical use of USMs in fiscal gas metering stations, the lack of an accepted
method for evaluating the uncertainty of such metering stations has thus represented
a "problem". Along with the increasing use of USMs in gas metering stations world
wide, the need for developing standardized and accepted uncertainty evaluation
methods for such metering stationsis significant.

For example, in the NPD regulations entering into force in January 2002 [NPD,
2001] it is stated that “it shall be possible to document the total uncertainty of the
measurement system. An uncertainty analysis shall be prepared for the measurement
system within a 95 % confidence level” (cf. Section C.1). In the ongoing work on
ISO standardization of ultrasonic gas flow meters, an uncertainty analysis is planned
to be included.

Even within such high accuracy figures as referred to above (£1 % of mass flow
rate), demonstrated in flow testing, systematic errors may over time accumulate to
significant economic values. Moreover, in service, conditions may be different from
the test situation, and practical problems may occur so that occasionally it may be
difficult to ensure that such accuracy figures are actually reached. A great chalenge
is now to be able to be confident of the in-service performance over a significant pe-
riod of time and changing operational conditions.

For example, the uncertainty figure found in flow calibration of a USM does not nec-
essarily reflect the real uncertainty of the meter when placed in field operation.
Methods and tools to evaluate the consequences for the uncertainty of the metering
station due to e.g. deviation in conditions from flow calibration to field operation are
needed. This concerns both installation conditions (bends, flow conditioners, flow
velocity profiles, meter orientation re. bends, wall corrosion, wear, pitting, etc.) and
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gas conditions (pressure, temperature, etc.). Such tools should be based on interna-
tionally recognized and sound measurement practice in the field, also with respect to
uncertatinty evaluation?.

Another perspective in future development of USM technology which also affects
evauation of the measurement uncertainty, is the role of "dry calibration" and flow
calibration2. Today, a meter is in general subject to both "dry calibration" and flow
calibration prior to installing the USM in field operation. However, some manufac-
turers have argued that "dry calibration” is sufficient (i.e. without flow calibration of
individual meters), and AGA-9 does also in principle open up for such a practice,
provided the USM manufacturer can document sufficient accuracy3. However, “dry
calibration” isnot a calibration, and it is definitely a question whether such a practice
would be sufficiently traceable, and whether it could be accepted by national
authorities for fiscal metering applications?. In any case, analysis using an accepted

1 For instance, actual upstream lengths are in practice included in flow calibration, and flow con-
ditioner used and included in the flow calibration. (The NORSOK 1-104 standard states that
“flow conditioner of a recognized standard shall be installed, unless it is verified that the ultra-
sonic meter is not influenced by the layout of the piping upstream or downstream, in such a way
that the overall uncertainty requirements are exceeded” [NORSOK, 19984].)

2 For an explanation of the terms "dry calibration" and flow calibration, cf. Appendix A.

3 A possible approach with reduced dependence on flow calibration in the future would impose
higher requirements to the USM technology and to the USM manufacturer. There are several
reasons for that, such as:

« Installation effects would not be calibrated “away” (i.e. the USM technology itself would have
to be sufficiently robust with respect to the range of axial and transversal flow profiles met in
practice, cf. Table 1.4),

» Systematic transit time effects (cf. Table 1.4) would not be calibrated “away” to the same ex-
tent, unless the production of the USM technology is extremely reproducible (with respect to
transit time contributions).

» With respect to pressure and temperature correction of the meter body dimensions, the refer-
ence pressure and temperature would be the “dry calibration” P and T (e.g. 1 atm. and 20 °C)
instead of the flow calibration P and T, which might impose larger and thus more important
corrections.

« Traceability aspects (see below),

» Documentation of sufficient accuracy in relation to the national regulations.

4 A possible reduced dependency on flow calibration in the future would necessitate the establish-
ment of a totally new chain of traceability to national and international standards for the USM
measurement. Today, the traceability is achieved through the accreditation of the flow calibra-
tion laboratory. With a possible reduced dependence on flow calibration, and an increased de-
pendency on "dry calibration”, the traceability of the individual meter manufacturer’s "dry cali-
bration" procedures would become much more important and critical than today, especially for
transit time "dry calibration”. This involves both (1) the measurement uncertainty of the "dry
calibration" methods, (2) change of the "dry calibration” parameters with operational conditions
(pressure, temperature, gas composition and transducer distance, relative to at "dry calibration”
conditions), and (3) the contributions of such "dry calibration" uncertainties to the total USM
measurement uncertainty. Today USM measurement technology is not at alevel where the trace-
ability of the "dry calibration" methods has been proved.
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uncertainty evaluation method would be central. However, use of "dry calibration”
only is quite another scenario than the combined use of "dry calibration™ and flow
calibration, also with respect to uncertainty evaluation. The two approaches defi-
nitely require two different uncertainty models> 6.

Contributionsto the uncertainty of USM fiscal gas metering stations

In the present Handbook an uncertainty model for fiscal gas metering stations based
on aflow calibrated USM is proposed and implemented in an Excel uncertainty cal-
culation program. A possible future sceneario with “dry calibrated"” USMs only is not
covered by the present Handbook and calculation program. The model is to some
extent smplified relative to the physical effects actually taking place in the USM.
Thisis by no means a necessity, but has been done mainly to ssimplify the user inter-
face, to avoid atoo high “user treshold” in the Excel program (with respect to speci-
fication of input uncertainties), and with the intention to formulate the model in a
best possible meter independent way which preferably meets the input uncertainty
terms commonly used in the field of USM technol ogy.

The type of fiscal gas metering stations considered in the present Handbook is de-
scribed and motivated in Sections 1.2 and 2.1. It consists basically of aUSM, aflow
computer, and instrumentation such as pressure transmitter, temperature el ement and
transmitter, a vibrating element densitometer, compressibility factors calculated from

In this context it is important to distinguish between an uncertainty model for a USM which is
only "dry calibrated”, and an uncertainty model for a USM which is both "dry calibrated” and
flow calibrated.

The uncertainty model GARUSO [Lunde et al., 1997; 2000a] represents an uncertainty
model for USMs which have not been flow calibrated, only "dry calibrated”.

In the present Handbook, the USM is assumed to be "dry calibrated" and flow cali-
brated, and then operated in a metering station. The two uncertainty models are related but dif-
ferent, and are developed for different use.

The uncertainty model developed here for fiscal gas metering stations which are based
on aflow calibrated USM, uses the GARUSO model as a basis for the development, cf. Appendix
E. Among others, it represents an adaptation and extension of the GARUSO model to the sce-
nario with flow calibration of the USM.

If the USM is flow calibrated in a flow calibration facility, the AGA-9 report [AGA, 1998] rec-
ommends that the USM shall meet specific minimum measurement performance requirements be-
fore the application of any correction factor adjustment. These requirements (deviation limits)
therefore in practice represent "dry calibration" requirements.

If the USM is not flow calibrated (only "dry calibrated"), AGA-9 recommends that the
manufacturer shall provide sufficient test data confirming that each meter shall meet the mini-
mum performance requirements. In such contexts an uncertainty model of the GARUSO type is
relevant.
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gas chromatography (GC) analysis, and a calorimeter for measurement of the calo-
rific value.

Flow calibration of USMs is used to achieve a traceable comparison of the USM
with a traceable reference measurement, and to "eliminate” or reduce a number of
systematic effectsin the USM. That is, eliminate or reduce certain systematic effects
related to the meter body dimensions, the measured transit times and the integration
method (installation effects).

Tables 1.1-1.4 give an overview of some effects which may influence on aUSM fis-
cal gas metering station, assumed that the meter and instruments otherwise function
according to manufacturer recommendations. Table 1.1 gives contributions to the
uncertainty of the instruments used for gas measurement. Table 1.2 gives uncertainty
contributions related to flow calibration of the USM. Table 1.3 gives uncertainty
contributions due to the signal communication and flow computer calculations. Table
1.4 gives some uncertainty contributions related to the USM in field operation. Flow
calibration of the USM may eliminate or reduce a number of the systematic effects,
but, as indicated in Table 1.4, severa effects may still be influent, despite flow cali-
bration. Uncertainty contributions such as those listed in these tables are accounted
for in the uncertainty model for USM gas metering stations described in Chapter 37.

7 It should be noted that some of the effects listed in Table 1.4 are not sufficiently well understood
today. Improved control and corrections could be achieved if better understanding and a more
solid theoretical basis for the USM methodology was available. The expressions forming the ba-
sis for present-day USMs are based on a number of assumptions which are not fulfilled in prac-
tice, such as uniform axial flow (i.e. infinite Reynolds number, Re), uniform or no transversal
flow, interaction of infinitely thin acoustic beams (rays) with the flow, and simplified (if any)
treatment of diffraction effects. In reality, the axia flow profile will change both with Re and
with the actual installation conditions (such as bend configurations, use of flow conditioner, wall
corrosion, wear, pitting, deposits, etc.). Transversal flow is usualy significant and non-uniform
(swirl, cross-flow, etc.). Moreover, in redity the acoustic beam has a finite beam width, inter-
acting with the flow over a finite volume, and with acoustic diffraction effects (due to the finite
transducer aperture). All of these factors influence on the USM integration method as well as the
measured transit times, as systematic effects.

Therefore, although the USM technology has definitely proven to be capable of meas-
uring at very high accuracy already, as required for fiscal measurement of gas, there clearly exist
potentials for further improved accuracy of this technology, by improved understanding and cor-
rection for such systematic effects. In this context, it is worth mentioning that even a relatively
“small” reduction of a meter’'s systematic error by, say, 0.1-0.2 %, may over time transfer to sic-
nific economic values [NPD, 2001].
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Table1.1. Uncertainty contributions related to measurement / calculation of gas perameters in the
USM fiscal gas metering station.

M easurand Uncertainty contribution (examples)

Pressure « Transmitter uncertainty (calibration)

« Stahbility of pressure transmitter

» RFI effects on pressure transmitter

« Ambient temperature effects on pressure transmitter

« Atmospheric pressure

* Vibration

» Power supply effects

« Mounting effects

Transmitter/element uncertainty (calibrated as a unit)

e Stability of temperature transmitter

« Stability of temperature element

« RFI effects on temperature transmitter

« Ambient temperature effects on temperature transmitter

* Vibration

» Power supply effects

* Lead resistance effects

Compressibility e Model uncertainty (uncertainty of the equation of state itself, and
uncertainty of basic data unerlying the equation of state)

¢ Anaysis uncertainty (GC measurement uncertainty, variation in gas
composition)

Density » Densitometer uncertainty (calibrated)

* Repeatability

» Temperature correction (line and calibration temperatures)

e VOS correction (line and densitometer sound velocities, calibration
constant, periodic time)

« Ingtalation (by-pass) correction (line and densitometer P and T)

Miscellaneous effects (e.g. stability, pressure effect, deposits, corro-

sion, condensation, viscosity, vibration, power supply effects, self

induced heat, flow rate in by-pass density line, sampling representa-

tivity, etc.)

Cdlorific value « Calorimeter uncertainty

Temperature

Table1.2. Uncertainty contributions related to flow calibration of the USM.

Source Uncertainty contribution (examples)

USM flow calibration « Cdlibration laboratory

* Deviation factor

e USM repeatability in flow calibration, including repeatability of the
flow calibration laboratory

Table1.3. Uncertainty contributions related to signal communication and flow computer cal culations.

Source Uncertainty contribution (examples)

Flow computer « Signal communication (analog (frequency) or digital signal)
« Flow computer calculations
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Table 1.4. Uncertainty contributions to an ultrasonic gas flow meter (USM) in field operation.

Ultrasonic gas flow meter (USM) in field operation

Uncertainty
term

Type of
effect

Uncertainty contribution (examples)

Eliminated
by flow
calibration??

Meter body

Systematic

Measurement uncertainty of dimensional quantities
(at "dry calibration" conditions)

Out-of-roundness

P & T effects on dimensional quantities (after
possible P & T corrections)

Eliminated

Eliminated

Transit times

Random
(repeatability)

Turbulence (transit time fluctuations due to random
velocity and temperature fluctuations)

Incoherent noise (RFI, pressure control valves,

pipe vibrations, etc.)

Coherent noise (acoustic cross-talk through meter
body, electromagnetic cross-talk, acoustic reverbera-
tionin gas, etc.)

Finite clock resolution

Electronics stability (possible random effects)
Possible random effects in signal detection/processing
(e.g. erronous signal period identification).

Power supply variations

Cable/el ectronics/transducer/diffraction time delay,
including finite-beam effects (line P and T effects,
ambient temperat. effects, drift, transducer exchange)
At-correction (line P and T effects, ambient tempera-
ture effects, drift, reciprocity, effects of possible trans-
ducer exchange)

Possible systematic effectsin signal detection
/processing (e.g. erronous signal period identification)
Possible cavity delay correction

Possible deposits at transducer front (lubricant oil,
liquid, wax, grease, €tc.)

Sound refraction (flow profile effects on transit times)
Possible beam reflection at the meter body wall

Eliminated

Integration
method
(installation
effects)

Systematic

Pipe bend configurations upstream of USM (possible
differencerel. flow calibration)

In-flow profile to upstream pipe bend (possible
differencerel. flow calibration)

Meter orientation relative to pipe bends (possible
differencerel. flow calibration)

Initial wall roughness (influence on flow profiles)
Changed wall roughness over time: corrosion, wear,
pitting (influence on flow profiles)

Possible wall deposits (Iubricant oil, liquid, wax,
grease, etc.) (influence on flow profiles)

Possible use of flow conditioner

Eliminated ®

Eliminated ©

Miscel-
laneous

Systematic

Inaccuracy of the functional relationship (mathemati-
cal model), with respect to transit times, and integra-
tion method

Possibly elimi-
nated, to some
extent

3 Only uncertainties related to changes of conditions from flow calibration to field operation are in question
here. That means, systematic USM uncertainty contributions which are practically eliminated by flow cali-
bration, are not to be included in the uncertainty evaluation.

Y |f the USM is flow calibrated together with the upstream pipe section to be used in field operation, which is
relatively common practice.

° |f the USM is flow calibrated together with the flow conditioner to be used in field operation.
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Uncertainty evaluation of USMsand USM gas flow metering stations

For fiscal gas metering stations, a measured value is to be accompanied with a state-
ment of the uncertainty of the measured value. In general, an uncertainty analysisis
needed to establish the measurement uncertainty of the metering station [NPD,
2001]. The uncertainty analysisis to account for the propagation of all input uncer-
tainties which influence on the uncertainty of the station. These are the uncertainty
of the flow meter in question (in the present case the USM, cf. Table 1.4), the uncer-
tainty of the reference meter used by the flow calibration laboratory at which the gas
meter was calibrated, and uncertainties of additional measurements and models used
(eg. pressure, temperature and density measurements, Z-factor measure-
ment/cal culation, calorific value measurement), etc.

Today there exists no established and widely accepted uncertainty model for USMs,
nor an uncertainty model for aUSM used as part of afiscal gas metering station, de-
rived from the basic functional relationship of such stations. It has thus been consid-
ered necessary to develop such a model in the present work, as a part of the scope of
work. In the Handbook, some more space has thus been necessary to use for de-
scription of the model itself, than would have been needed if a more established and
accepted uncertainty model of USM fiscal gas metering stations was available.

The uncertainty model for USM fiscal gas metering stations presented here has been
developed on basis of earlier developments in this field. In the following, a brief
historic review is given.

In 1987-88, a sensitivity study of multipath USMs used for fiscal gas metering was
carried out by CMR for Statoil and British Petroleum (BP) [Lygre et al., 1988]. An
uncertainty model for Fluenta's FGM 100 single-path flare gas meter was prepared
by CMR in 1993 [Lunde, 1993]. In 1995 an uncertainty model for Fluenta's mul-
tipath ultrasonic gas flow meter FMU 7008 was developed [Lunde et al., 1995].

Based e.g. on recommendations given in the GERG TM 8 [Lygre et al., 1995], a
group of 9 participants in the GERG Project on Ultrasonic Gas Flow Meters? initi-

Fluenta's FMU 700 technology was in 1996 sold to Kongsberg Offshore (now FMC Kongsberg
Metering), and is from 1998 marketed as MPU 1200 by FMC Kongsberg Metering. From 2001
Fluenta AS, Bergen, Norway, is a part of Roxar Flow Measurement AS.

Participating GERG (Groupe Européen de Recherches Gaziéres) companies in the project were
BG plc (UK), Distrigaz (Belgium), ENAGAS (Spain), N. V. Nederlandse Gasunie (Holland),
Gaz de France DR (France), NAM (Holland), Ruhrgas AG (Germany), SNAM (ltaly) and Statoil
(Norway).
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ated in 1996 the development of a relatively comprehensive uncertainty model for
USMs, named GARUSO [Lunde et al., 1997; 2000a] [Sloet, 1998], [Wild, 1999]10.
One magjor intention was to develop an uncertainty model in conformity with ac-
cepted international standards and recommendations on uncertainty evaluation, such
as the GUM [ISO, 1995a]. Uncertainty contributions such as most of those listed in
Table 1.4 were accounted for. As described in a footnote of Section 1.1.1, the
GARUSO model relates to USMs which are “dry calibrated” but not flow calibrated.

On basis of an initiative from the Norwegian Society of Oil and Gas Metering
(NFOGM) and the Norwegian Petroleum Directorate (NPD), a "Handbook on un-
certainty calculations - Fiscal metering stations' was developed in 1999 [Dahl et al.,
1999]. That handbook concentrated on fiscal oil metering stations based on a turbine
flow meter, and fiscal gas metering stations based on an orifice flow meter. For an
orifice gas metering station, the secondary instrumentation (pressure, temperature,
density, compressibility and calorific value) is often the same as in USM fiscal gas
metering stations.

In UK a British Standard BS 7965:2000 [BS, 2000] was issued in 2000, containing
an uncertainty analysis of an ultrasonic flow meter used in a gas metering station (for
mass flow rate measurement), combined with secondary instrumentation (pressure
and temperature measurements, and density obtained from GC analysis). A humber
of uncertainty contributions were identified and combined in the uncertainty model
by a root-mean-square approach, using sensitivity coefficients apparently set equal to
1 for the USM part (or not described). All uncertainty contributions were thus as-
sumed to be uncorrelated, and apparently (for the USM part) to contribute with equal
weights to the total uncertainty. The connection between the USM functional rela-
tionship and the USM uncertainty model was not described. This model has not
been found to be sufficiently well documented and accurate to be used as a basis for
the present Handbook.

In this Handbook, the theoretical basis for the GARUSO model [Lunde et al., 1997]
has been used as a fundament for development of an uncertainty model and a hand-
book on uncertainty calculations for fiscal gas metering stations which are based on

10 Inlater years (1998-2000) the GARUSO model has beeen further developed at CMR e.g. to en-
able use of CFD (“computational fluid dynamics’) - calculations of 3-dimensional flow velocity
profiles as input to the uncertainty calculations, to study installation effects [Lunde et al., 2000b],
[Hallanger et al., 2001].
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1.2

use of flow calibrated multipath USMs!!, cf. Chapter 3. However, in comparison
with the GARUSO model, the present description is adapted to a less detailed level,
with respect to user input. The present description is also combined with the uncer-
tainty evaluation of the secondary instrumentationl2 (pressure, temperature, density
measurements and Z-factor evaluation). Also the calorific value uncertainty is ac-
counted for here.

In relation to the uncertainty model for the USM described in the British Standard
BS 7965:2000 [BS, 2000], a different model is proposed here. Essentialy, the same
types of basic uncertainty contributions may be described in the two modelst3, but in
different manners, for a number of the uncertainty contributions. The present model
is based on an approach where the various contributions are derived from the meter-
ing station’s functional relationship. That is, sensitivity coefficients are derived and
documented, providing a traceable weighting and propagatation of the various un-
certainty contributions to the overall uncertainty. Also, correlated as well as uncor-
related effects are described and documented, for traceability purposes. The resulting
expressions for the uncertainty model are different from the ones proposed in [BS,
2000].

About the Handbook

The Handbook of uncertainty calculations - USM fiscal gas metering stations con-
sists of

» The Handbook (the present document),

* The Microsoft Excel program EMU - USM Fiscal Gas Metering Station for per-
forming uncertainty calculations of fiscal gas metering stations based on USM
flow meters, and individual instruments of such stations.

11 ¢f. the footnote on the GARUSO model in Section 1.1.1.

12 The description of the pressure, temperature and density measurements, and the calculation of

their expanded uncertainties, are similar to the descriptions given in [Dahl et al., 1999], with
some modifications.

13 In the uncertainty model for the USM proposed here, the same types of input uncertainty contri-

butions are accounted for as in the BS 7965:2000 model, in addition to some others, cf. Tables
1.2-1.4.
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The Handbook and the Excel program address calculation of the uncertainty of fiscal
metering stations for natural gas which are based on use of a flow calibrated mul-
tipath ultrasonic transit-time flow meter (USM).

For fiscal gas metering stations, four flow rate figures are normally to be calculated
[NORSOK, 19984]:

» Actua volume flow (i.e. the volumetric flow rate at line conditions), .,

» Standard volume flow (i.e., the volumetric flow rate at standard reference condi-
tions), Q,

* Massflow rate, gm, and

» Energy flow rate, g (application specific).

The Handbook was originally intended to address two of these four flow rate figures
[Lunde, 2000]: the actual volume flow and the mass flow rate. However, also the
standard volume flow and the energy flow rate have been addressed in the present
Handbook, so that the expanded uncertainty can be calculated for all four flow rate
figures using the program EMU - USM Fiscal Gas Metering Sation14.

The equipment and instruments considered are, cf. Section 2.1.2:

o USM (flow calibrated),

* Flow computer,

* Pressure transmitter,

» Temperature element and transmitter,

* Densitometer (on-line installed vibrating element),

» Compressibility factors calculated from gas chromatography (GC) analysis,
» Cadorific value measurement (calorimeter).

By propagation of input uncertainties the model calculates among others the meter-
ing station’s “expanded uncertainty” and “relative expanded uncertainty”.

The USM fiscal gas metering stations addressed in the present Handbook are as-
sumed to be designed, constructed and operated according to NPD regulations [NPD,
2001]. For USM fiscal metering of gas, the NPD regulations refer to e.g. the

14 For the energy flow rate, a simplified approach has been used here, in which the calorific value
measurement has been assumed to be uncorrelated with the standard volume flow measurement,
cf. Sections 3.1 and 3.2.5.
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NORSOK 1-104 national standard [NORSOK, 1998a] and the AGA Report No. 9
[AGA-9, 1998] as recognised standards (“accepted norm”). Both the NPD regula-
tions and the NORSOK [-104 standard refer to the GUM (Guide to the expression of
uncertainty in measurement) [1SO, 1995a] as the “accepted norm” with respect to
uncertainty analysis (cf. Appendix C).

Consequently, the present Handbook and the computer program EMU - USM Fiscal
Gas Metering Station are based primarily on the recommended procedures in the
GUM. They are also considered to be in consistence with the proposed revision of
SO 5168 [1SO/CD 5168, 2000] (which is based on the GUM).

With respect to uncertainty evaluation and documentation, the NPD regulations and
the NORSOK [-104 standard state that the expanded uncertainty of the measurement
system shall be specified at a 95 % confidence level, using a coverage factor k = 2
(cf. Appendix C and Section B.3). This has consequently been adopted here and
used in the Handbook and the program EMU - USM Fiscal Gas Metering Station.

The uncertainty model for the USM gas metering station developed here is based on
an analytical approach. That is, the uncertainty models for the USM, pressure trans-
mitter, temperature element/transmitter, densitometer, calculation of compressibility
factors, and calorimeter, are fully analytical, with expressions given and documented
for the model and the sensitivity coefficients (cf. Chapter 3, which is based on Ap-
pendicesE, F and G).

It has been chosen [Ref Group, 2001] to calculate the uncertainty of the metering
station only in the “flow calibration points’, i.e. a the M test flow rate figures de-
scribed in Section 2.1 (typicaly M = 5 or 6)15, with a possibility to draw a curve
between these points. An example of such output is givenin Fig. 5.20.

The Handbook and the accompanying Excel program provides a practical approach
to the field of uncertainty calculations of ultrasonic fiscal gas metering stations, and
is primarily written for experienced users and operators of fiscal gas metering sta-
tions, manufacturers of ultrasonic gas flow meters, engineering personnel, as well as
others with interests within the field.

15 Inthe AGA-9 report [AGA-9, 1998] and in [OIML, 1989], 6 calibration test flow rates (“calibra-
tion points’) have been recommended. In the NORSOK 1-104 industry standard [NORSOK,
19984, 5 calibration points are recommended, as a compromise between cost and performance
[Ref Group, 2001].
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About the program EMU - USM Fiscal Gas M etering Station

As a part of the present Handbook, an Excel program EMU - USM Fiscal Gas Me-
tering Sation has been developed for performing uncertainty evaluations of the fiscal
gas metering station6, The program is implemented in Microsoft Excel 2000 and is
opened as a normal workbook in Excel. The program fileis called “EMU - USM Fis-
cal Gas Metering Station.xIs’. The abbreviation EMU is short for “Evaluation of
Metering Uncertainty” [Dahl et al., 1999].

It has been the intention that the Excel program EMU - USM Fiscal Gas Metering
Sation may be run without needing to read much of the Handbook. However,
Chapter 5 which gives an overview of the program, as well as Chapter 4 which -
through an uncertainty evaluation example - is intended to provide some guidelines
for specifying input parameters and uncertainties to the program, may be useful to
read together with running the program for the first time. At each “input cell” in the
program a comment is given, with reference to the relevant section(s) of the Hand-
book in which some information and help about the required input can be found. As
delivered, the program is “loaded” with the input parameters and uncertainties used
for the example calculations given in Chapter 4.

Asthe Excel program EMU - USM Fiscal Gas Metering Station is described in more
detail in Chapter 5, only a brief overview is given here. It is organized in 24 work-
sheets, related to: gas parameters, USM setup, pressure, temperature, compressibility
factors, density, calorific value, flow calibration, USM field operation, flow com-
puter etc., various worksheets for plotting of output uncertainty data (graphs, bar-
charts), a worksheet for graph and bar-chart set-up, a summary report, two additional
workshests listing the plotted data and the calculated USM transit times, and two
program information worksheets.

As described in Section 1.2, the program calculates the expanded and relative ex-
panded uncertainties of a gas metering station which is based on a flow calibrated
USM, for the four measurands in questions, g, Q, gm and Qe.

The theoretical basis for the uncertainty calculationsis described in Chapters 2 and 3.
A calculation example is given in Chapter 4, including discussion of input uncertain-

16 Inthe earlier Handbook [Dahl et al., 1999], the two Excel programs were named EMU - Fiscal

Gas Metering Sation (for gas metering stations based on orifice plate), and EMU - Fiscal Oil
Metering Sation (for oil metering stations based on a turbine meter).
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ties and some guidelines to the use of the program. An overal description of the
program is given in Chapter 5.

In addition to calculation/plotting/reporting of the expanded uncertainty of the gas
metering station (cf. Figs. 5.20 and 5.27-5.31), and the individual instruments of the
station, the Excel program can be used to calculate, plot and analyse the relative im-
portance of the various contributions to the uncertainty budget for the actual instru-
ments of the metering station (using bar-charts), such as:

* Pressure transmitter (a number of contributions) (cf. Fig. 5.21),

» Temperature element / transmitter (a number of contributions) (cf. Fig. 5.22),

» Compressibility ratio evaluation (a number of contributions) (cf. Fig. 5.23),

» Densitometer (including temperature, VOS and installation corrections) (Fig. 5.24),

» USM flow calibration (laboratory uncertainty, meter factor, repeatability) (Fig. 5.25),

 USM field operation in the the metering station (deviation from flow calibration,
with respect to P & T corrections of meter body dimensions, repeatability, systematic
transit time effects and integration/installation effects) (cf. Fig. 5.26),

» The gas metering station in total (cf. Fig. 5.27).

In the program the uncertainties of the gas density, pressure and temperature meas-
urements can each be specified at two levels (cf. Tables 1.5, 3.1, 3.2 and 3.4; see
also Sections 5.4, 5.5 and 5.7):

(1) “Overall level”: The user specifies the combined standard uncertainty of the gas
density, pressure or temperature estimate, u.(p), u.(P) or u.(T), respec-

tively, directly as input to the program. It is left to the user to calculate and
document u,(p), u.(P) or u(T) first. Thisoption isgenera, and covers any

method of obtaining the uncertainty of the gas density, pressure or temperature
estimate (measurement or calculation)1’.

17 The“overall level” options may be of interest in several cases, such ase.g.:
 If the user wants a “smple” and quick evaluation of the influence of u.(p), u.(P) or

uc(f' ) on the expanded uncertainty of the gas metering station,

« Incase of adifferent installation of the gas densitometer (e.g. in-line),

« Incase of adifferent gas densitometer functional relationship than Eq. (2.25),

¢ In case of density measurement using GC analysis and calculations instead of densitometer
measurement.

* Incasetheinput used at the “detailed level” does not fit sufficiently well to the type of input
data / uncertainties which are relevant for the pressure transmitter or temperature ele-
ment/transmitter at hand.
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(2) “Detailed level”: u (D), u,(P) or u/(T), respectively, is caculated in the
program, from more basic input for the gas densitometer, pressure transmitter

and temperature element transmitter, provided by the instrument manufacturer
and calibration laboratory. Such input is at the level described in Table 1.1.

For the input uncertainty of the compressibility factors, the user input is specified at
the level described in Table 1.1. See Tables 1.5, 3.3 and Section 5.6.

For the input uncertainty of the calorific value measurement, only the “overal level”
is implemented in the present version of the program, cf. Tables 1.5, 3.5 and Section
5.818,

With respect to USM flow calibration, the user input is specified at the level de-
scribed in Table 1.2. See Tables 1.5, 3.6 and Sections 4.3, 5.9.

Table1.5. Uncertainty model contributions, and optional levels for specification of input uncertainties
to the program EMU - USM Fiscal Gas Metering Station.

Uncertainty contribution Overall level Detailed level
Pressure measurement uncertainty v v
Temperature measurement uncertainty v v
Compressibility factor uncertainties v
Density measurement uncertainty v v
Calorific value measurement uncertainty v

USM flow calibration uncertainty v

USM field uncertainty v v
Signal communication and flow computer calculations v

With respect to USM field operation, a similar strategy as above with “overall level”
and “detailed level” is used for specification of input uncertainties, see Table 1.5 and
Section 5.10. For the “detailed level”, the level for specification of input uncertain-
ties is adapted to data from "dry calibration" / flow calibration / testing of USMs to
be provided by the USM manufacturer (cf. Chapter 6). In particular this concerns:

* Repeatability. The user specifies either (1) the repeatability of the indicated
USM flow rate measurement, or (2) the repeatability of the measured transit times
(cf. Tables 1.4, 3.8 as well as Sections 4.4.1 and 5.10.1). Both can be given as
flow rate dependent.

18 Improved descriptions to include a calculation of the calorific value uncertainty (with input at the
“detailed level”) may be implemented in a possible future revision of the Handbook, cf. Chapter
7.
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* Meter body parameters. The user specifies whether correction for pressure and
temperature effects is used by the USM manufacturer, and the uncertainties of the
pressure and temperature expansion coefficients. Cf. Tables 1.4 and 3.8 aswell as
Sections 4.4.1 and 5.10.2.

» Systematic transit time effects. The user specifies the uncertainty of uncorrected
systematic effects on the measured upstream and downstream transit times. Ex-
amples of such effects are given in Table 1.4, cf. Table 3.8 and Sections 4.4.3,
5.10.2.

* Integration method (installation effects). The user specifies the uncertainty due
to installation effects. Examples of such are given in Table 1.4, cf. Table 3.8 and
Sections4.4.4, 5.10.2.

It should be noted that for all of these USM field uncertainty contributions, only un-
certainties related to changes of installation conditions from flow calibration to field
operation are in question here. That means, systematic USM uncertainty contribu-
tions which are practically eliminated by flow calibration, are not to be included in
the uncertainty model (cf. Table 1.4).

Consequently, with respect to USM technology, the program EMU - USM Fiscal Gas
Metering Station can be run in two modes:

(A) Completely meter independent, and
(B) Weakly meter dependent1®.

Mode (A) corresponds to choosing the “overall level” in the “USM” worksheet (both
for the repeatability and the systematic deviation re. flow calibration), as described
above. Mode (B) corresponds to choosing the “detailed level”. These options are
further described in Section 5.3. See also Section 5.10 and Chapter 6.

It is required to have Microsoft Excel 2000 installed on the computer20 in order to
run the program EMU - USM Fiscal Gas Metering Sation. Some knowledge about

19 By “weakly meter dependent” is here meant that the diameter, number of paths and the number of
reflections for each path need to be known. However, actual values for the inclination angles,
lateral chord positions and integration weights do not need to be known. Only very approximate
values for these quantities are needed (for calculation of certain sensitivity coefficients), as de-
scribed in Chapter 6 (cf. Table 6.3).
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Microsoft Excel is useful, but by no means necessary. The layout of the programisto
alarge extent self-explaining and comments are used in order to provide online help
in the worksheets, with reference to the corresponding sections in the Handbook.

In the NPD regulations it is stated that “it shall be possible to document the total un-
certainty of the measurement system. An uncertainty analysis shall be prepared for
the measurement system within a 95 % confidence level” [NPD, 2001] (cf. Section
C.1). The GUM [ISO, 1995a] put requirements to such documentation, cf. Appendix
B.4. The expanded uncertainties calculated by the present program may be used in
such documentation of the metering station uncertainty, with reference to the Hand-
book. That means, provided the user of the program (on basis of manufacturer in-
formation or another source) can document the numbers used for the input uncer-
tainties to the program, the Handbook and the program gives procedures for propa-
gation of these input uncertainties.

It is emphasised that for traceability purposes the inputs to the program (quantities
and uncertainties) must be documented by the user, cf. Section B.4. The user must
also document that the calculation procedures and functional relationships imple-
mented in the program (cf. Chapter 2) are in conformity with the ones actually ap-
plied in the fiscal gas metering station?1.

Overview of the Handbook

The Handbook has been organized in two parts, "Part A - User's Guide" and "Part B -
Appendices".

Part A constitutes the main body of the Handbook. The intention has been that the
reader should be able to read and use Part A without needing to read Part B. In Part
A one has thus limited the amount of mathematical details. However, to keep Part A

20 The program is optimised for “small fonts’ and 1152 x 864 screen resolution (set in the Control

Panel by entering “Display” and then “ Settings’). For other screen resolutions, it is recom-
mended to adapt the program display to the screen by the Excel zoom functionality, and saving
the Excel file using that setting.

21 If the “overall level” options of the program are used, the program should cover a wide range of

situations met in practice.

However, note that in this case possible correlations between the estimates which are
specified at the “overall level” are not accounted for (such as e.g. between the calorific value and
the Z-factors, when these are al obtained from GC analysis). In cases where such correlations
are important, the influence of the covariance term on the expanded uncertainty of the metering
station should be investigated.
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“self-contained”, all the expressions which are implemented in the uncertainty cal-
culation program EMU - USM Fiscal Gas Metering Sation have been included and
described also in Part A. It is believed that this approach simplifies the practical use
of the Handbook.

Part B has been included as a more detailed documentation of the theoretical basis
for the uncertainty model, giving necessary and essential details, for completeness
and traceability purposes.

Part A - User's Guide

Part A is organized in Chapters 1-7. Chapter 1 gives an introduction to the Hand-
book, including background for the work and a brief overall description of the Hand-
book and the accompanying uncertainty calculation program EMU - USM Fiscal Gas
Metering Sation. The type of instrumentation of the USM fiscal gas metering sta-
tions addressed in the Handbook is described in Chapter 2, including description of
and necessary functional relationships for the instruments involved. That is, the
USM itself as well as pressure, temperature and density measurements. The gas
compressibility factor calculations and calorific value measurement/calculation are
also addressed.

These descriptions and functional relationships serve as a basis for the development
of the uncertainty model of the USM fiscal gas metering station, which is described
in Chapter 3. The model isderived in detail in Appendix E, on basis of the functional
relationships given in Chapter 2. Only those expressions which are necessary for
documentation of the model and the Excel program EMU - USM Fiscal Gas Meter-
ing Sation have been included in Chapter 3. Also definitions introduced in Appen-
dix E have - when relevant - been included in Chapter 3, to make Chapter 3 “self
contained” so that it can be read independently, without needing to read the appendi-
ces.

In Chapter 4 the uncertainty model is used in a calculation example, which to some
extent may also serve as a guideline to use of the program EMU - USM Fiscal Gas
Metering Sation. The program itself is described in Chapter 5, with an overview of
the various worksheets involved. Chapter 6 summarizes proposed uncertainty datato
be specified by USM manufacturers. In Chapter 7 some concluding remarks are
given.
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1.5

Part B - Appendices

Part B is organized in Appendices A-G, giving definitions, selected national regula-
tions and the theoretical basis for the uncertainty model described in Chapter 3.

Some definitions and abbreviations related to USM technology are given in Appen-
dix A. For reference, selected definitions and procedures for evaluation of uncer-
tainty as recommended by the GUM [ISO, 1995a] are given in Appendix B. Selected
national regulations for USM fiscal gas metering are included in Appendix C.

Appendix D addresses the pressure and temperature correction of the USM meter
body, and different approaches used by USM meter manufacturers are discussed and
compared, as a basis for Chapter 2. The theoretical basis of the uncertainty model
for the USM fiscal gas metering station is given in Appendix E. This constitutes the
main basis for Chapter 3. In Appendix F three alternative approaches for evaluation
of partially correlated quantities are discussed, and it is shown that the “decomposi-
tion method’22 approach used in Appendix E is equivalent to the “covarance
method” approach recommended by the GUM [1SO, 1995a]. In Appendix G details
on the uncertainty model of the vibrating element gas densitometer are given. Lit-
erature references are given at the end of Part B.
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22 To the knowledge of the authors, the method which is here referred to as the “decomposition

method” (with decomposition of partially correlated quantities into correlated and uncorrelated
parts) has been introduced by the authors, cf. Appendices E and F.
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USM FISCAL GASMETERING STATION

The present chapter gives a description of typical USM fiscal gas metering stations,
serving as a basis for the uncertainty model of such metering stations described in
Chapter 3, the uncertainty evaluation example given in Chapter 4, and the Excel pro-
gram EMU - USM Fiscal Gas Metering Sation described in Chapter 5.

Thisincludes a brief description of metering station methods and equipment (Section
2.1), as well as the functional relationships of the metering station (Section 2.2), the
USM instrument (Section 2.3), the gas densitometer (Section 2.4) and the pressure
and temperature instruments (Sections 2.5 and 2.6).

Description of USM fiscal gas metering station

General

Fiscal measurement is by [NPD, 2001] defined as measurement used for sale or cal-
culation of royalty and tax. By [NORSOK, 19984] thisincludes

» salesand alocation measurement of gas,
» measurement of fuel and flare gas,

» sampling, and

 gas chromatograph (GC) measurement.

For fiscal gas metering stations, four flow rate figures are normally to be calculated
[NORSOK, 19984]:

» Actual volume flow (i.e. the volumetric flow rate at line conditions), gy,

» Standard volume flow (i.e., the volumetric flow rate at standard reference condi-
tions), Q,

* Massflow rate, gm, and

» Energy flow rate, ge (application specific).

The USM fiscal gas metering stations to be evaluated in the present Handbook are
assumed to be designed, constructed and operated according to NPD regulations
[NPD, 2001]. For USM fiscal metering of gas, the NPD regulations refer to e.g. the
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NORSOK [-104 national standard [NORSOK, 1998a] and the AGA Report No. 9
[AGA-9, 1998] as recognised standards (“ accepted norm”)23,

As abasis for the uncertainty calculations of the present Handbook, thus, a selection
of NPD regulations and NORSOK 1-104 requirements which apply to USM metering
stations for sales and allocation metering of gas, have been summarized in Appendix
C. Only regulations which influence on the uncertainty model and calculations of
USM metering stations are included. (The selection is not necessarily complete.)

With respect to instrumentation of gas sales metering stations, the NPD regulations
[NPD, 2001] state that (cf. Section C.1): “On sales metering stations the number of
paralel meter runs shall be such that the maximum flow of hydrocarbons can be
measured with one meter run out of service, whilst the rest of the meter runs operate
within their specified operating range.” In practice, this means that on USM gas
sales metering stations a minimum of two paralel meter runs shall be used, each
with at least one USM. For allocation metering stations there is no such requirement
of two parallel meter runs.

The NORSOK [-104 standard states that “flow conditioner of a recognized standard
shall be installed, unless it is verified that the ultrasonic meter is not influenced by
the layout of the piping upstream or downstream, in such a way that the overall un-
certainty requirements are exceeded” [NORSOK, 1998a]. In practice, actual up-
stream lengths and flow conditioner are included in the flow calibration.

The NPD regulations further state that “pressure, temperature, density and composi-
tion analysis shall be measured in such way that representative measurements are
achieved as input signals for the fiscal calculations’.

As an “accepted norm”, the NORSOK [-104 standard [NORSOK, 1998a] state that
(cf. Section C.2): "Pressure and temperature shall be measured in each of the meter
runs. Density shall be measured by at least two densitometers in the metering sta-
tion.” It isfurther stated that “ The density shall be measured by the vibrating element
technique.” In practice, this means that density can be measured using densitometers
in each meter run, or by two densitometers located at the gas inlet and outlet of the
metering station.

23 In the revised NPD regulations [NPD, 2001] the requirements are to a large extent stated as
functional requirements. In the comments to the requirements, it is referred to “accepted norms”
including industry standards, which provide possible (but not necessary) ways of fulfilling the
stated requirements. Cf. Appendix C.
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On the other hand, the NPD regulations also open up for calculation of density from
GC measurements. “density may be determined by continuous gas chromatography,
if such determination can be done within the uncertainty requirements applicable to
density measurement. If only one gas chromatograph is used, a comparison function
against for example one densitometer should be carried out. This will provide inde-
pendent control of the density value and that density is still measured when GC is out
of operation” (cf. Section C.1).

With respect to measurement of energy contents, the NPD regul ations state that “ Gas
composition from continuous flow proportional gas chromatography or from auto-
matic flow proportional sampling shall be used for determination of energy content.
With regard to sales gas metering stations two independent systems shall be in-
stalled” (cf. Section C.1). That is, for such metering stations two GCsin parallel are
required, while for allocation stations use of asingle GC may be sufficient.

Such relatively complex instrument configurations may be further complicated by the
fact that the multiple measurements may be used differently by different companies:
they may be averaged (i.e., they are both used in the reported measurement), or used
only as back-up or redundancy measurements (i.e., not used in the reported meas-
urement). Moreover, in some stations two USMs are used in series. The implica
tions of such relatively complex instrument configurations and varying company
practice on the evaluation of the metering station’s measurement uncertainty, is ad-
dressed in Section 2.1.2.

The fiscal gas metering stations considered here are based on flow rate measurements
using one or severa flow calibrated multipath ultrasonic gas flow meters (USM), cf.
Fig. 1.1. The USM measures basically the average axial gas flow velocity, which
when multiplied with the pipe's cross-sectional area yields the volumetric flow rate at
line conditions, q,.

Several methods are in use for measurement of Q, the volumetric flow rate at stan-
dard reference condition, cf. Table 2.124. Q can be calculated from qy, the line den-
sity, p, and the density at standard reference conditions, p,. Each of p and p, can
either be measured by densitometers, or calculated from GC measurement of the gas
composition. Three such combination methods are indicated in Table 2.1 [Sakarias-
sen, 2001]. In the North Sea, a common approach is to measure p using a densi-

24 symbolsused in Tables 2.1-2.3 are explained in Section 2.2.1.
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tometer and to calculate p, from the gas composition output of a GC (method 2 in
Table 2.1). Measurement of p, using a densitometer is less common (method 1 in

Table 2.1).

Several methods can be used for measurement of the line density o [Tambo and
Segaard, 1997] and thus the mass flow rate, g, According to the NPD regulations
[NPD, 2001], the line denstity o can either be measured using densitometer(s), or
calculated from GC measurement of the gas composition, cf. Table 2.2.

Table2.1. Different methods of measuring the volumetric flow rate at standard reference

conditions, Q.
Primary measur ement
Method | Functional Line conditions Std. reference conditions
no. relationship
P 0 measured P, measured
1 Q= Dy A using densitometer using densitometer
_ PZ,RT, 0 measured Z,, mcalculated
2 Q= e, using densitometer from GC analysis
_PT,z, Z calculated Z, calculated
3 Q= ﬁqv from GC analysis from GC analysis
Table2.2. Different methods of measuring the mass flow rate, g,

Primary measur ement

Method | Functional Line conditions
no. relationship
g, = P9, © measured
1 using densitometer
mP Z , mcaculated
2 Un =27 O from GC analysis
Table2.3. Different methods of measuring the energy flow rate, g.
Primary measur ement
Method | Functional Line conditions Std. reference Calorific value
no. relationship conditions
© measured P, measured H g measured
1 . =H.2q using densitometer | using densitometer | using calorimeter
¢ Lo © measured 0, measured H calculated
2 using densitometer | using densitometer | from GC analysis
H PL,RT, © measured Z,, mcalculated H calculated
3 S mp, " |usingdensitometer | from GC andlysis | from GC analysis
Z calculated from | Z, calculated from | Hg calculated
4 _ny. Pl GC analysis GC anaysis from GC analysis
© °PRTZ " |Z cdculatedfrom | Z, calculated from | H. measured
S GC analysis GC analysis using calorimeter
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Severa methods are in use also for measurement of ge, the energy flow rate, cf. Table
2.3. (e Can be calculated from Q and the superior (gross) calorific value Hs, both
specified at standard reference conditions. The conversion from g, therefore involves
p, P, and Hs. According to the NPD regulations [NPD, 2001], the superior (gross)
calorific value Hs can either be calculated from the gas composition measured using
GC analysis, or measured directly on basis of gas combustion (using a calorimeter)
(cf. Section C.1). Five combination methods for measurement of ge are indicated in
Table 2.3 [ Sakariassen, 2001], correspondig to the three methods for measurement of
Q shown in Table 2.1. In the North Sea, a common method is to measure p using a
densitometer and to calculate p, and Hs using the gas composition output from a GC

(method 3 in Table 2.3).

Gas metering station equipment considered in the Handbook

From the more general description of USM gas metering stations given in Section
2.1.1, the gas metering station equipment considered in the present Handbook is ad-
dressed in the following.

With respect to measurement of the volumetric flow rate at standard reference con-
ditions, Q, Method 3 of Table 2.1 is considered here [Lunde, 2000], [Ref. Group,
2001]. Thatis, P and T are measured, and Z and Z, are calculated from GC analysis.
This has been done to reduce the complexity of the uncertainty model. A more gen-
eral treatment of all three approaches, and the implications of these for the uncer-
tainty model of the gas metering station, would be beyond the scope of the present
Handbook [Ref. Group, 2001] 2.

For measurement of the mass flow rate, g, Method 1 in Table 2.2 is considered here
[Ref. Group, 2001], since the NORSOK standard 1-104 state that "the density shall
be measured using the vibrating element technique”, i.e. by densitometer26, cf. Sec-
tion C.2.

With respect to measurement of the energy flow rate, ge, Method 5 in Table 2.3 is
considered in the present Handbook [Ref. Group, 2001]. That is, P and T are meas-

25 Other methods for measurement of Q listed in Table 2.1 may be included in a possible later revi-

sion of the Handbook, cf. Chapter 7.

26 Note that the NORSOK 1-104 industry standard represents an “accepted norm” in the NPD

regulations (i.e. gives possible ways of fulfilling the NPD requirements), and that the NPD regu-
lations also open up for use of calculated density from GC analysis, cf. Sections 2.1.1 and C.1.
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ured, Z and Z, are calculated from GC analysis, and a calorimeter is used to measure
Hs. This has been done to reduce the complexity of the uncertainty model, without
treating possible correlations between Z, Zo and Hs A more genera treatment of all
five methods, and the implications of these, would be beyond the scope of this
Handbook [Ref. Group, 2001]27.

Consequently, the type of fiscal gas metering stations considered in the present
Handbook consist basically of one or several USMs (q,), a flow computer, and in-
strumentation such as pressure transmitter (P), temperature element and transmitter
(T), vibrating element densitometer (0), compressibility factors calculated from GC
analysis (Z and Z;), and a calorimeter (Hg) [Ref. Group, 2001], cf. Table 2.4.

Table2.4. USM fiscal gas metering station equipment considered in the Handbook. Included is also
example instrumentation used for uncertainty evaluation of afiscal gas metering station.

M easur ement Instrument

Ultrasonic meter (USM) Multipath, flow calibrated USM. Otherwise not specified.
Flow computer Not specified.

Pressure (static), P Not specified.

Example: Rosemount 3051P Reference Class Pressure Transmitter
[Rosemount, 2000].

Temperature, T Not specified.
Example: Pt 100 element (EN 60751 tolerance A) [NORSOK, 19984].
Rosemount 3144 Smart Temperature Transmitter [Rosemount, 2000].
Density, p On-line installed vibrating element densitometer. Otherwise not
specified.
Example: Solartron 7812 Gas Density Transducer [Solartron, 1999].
Compressibility, Zand Z,  Calculated from GC measurements. Otherwise not specified
Calorific value, Hg Calorimeter (combustion method). Otherwise not specified

Only flow calibrated USMs are considered here, which means that the Handbook
typically addresses sales and allocation metering stations, as well as fuel gas meter-
ing stations in which a flow calibrated USM is employed. Ultrasonic flare gas me-
ters and fuel gas meters which are not flow calibrated, are not covered by the present
Handbook [Ref. Group, 2001]. Sampling and the GC measurement itself are not ad-
dressed.

In general, the flow computer, USM, pressure transmitter, temperature ele-
ment/transmitter, densitometer, gas chromatograph and calorimeter are not limited to

27 Other methods for measurement of g, listed in Table 2.3 may be included in a possible later revi-
sion of the Handbook, cf. Chapter 7.
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2.2

specific manufacturers or models, cf. Table 2.4. The temperature element and trans-
mitter are assumed to be calibrated together. For the densitometer only on-line in-
stalled vibrating element density transducers are considered [NORSOK; 1998a]. The
calorific value is assumed to be measured using a calorimeter (since possible corre-
lation between Z, Z, and Hs is not accounted for). Within these limitations, the
Handbook and the program EMU - USM Fiscal Gas Metering Station should cover a
relatively broad range of instruments.

For uncertainty evaluation of such USM gas metering stations, a conservative
“worst-case” approach may be sound and useful, in which only one instrument of
each type is considered. Such an approach should give the highest uncertainty of the
metering station. That means, one USM, one pressure transmitter, one temperature
element/transmitter, one densitometer and one calorimeter. This instrument con-
figuration should cover the relevant applications, and is used here for the purpose of
uncertainty evaluation [Ref. Group, 2001].

With respect to measurement of P, T and p, Table 2.4 also gives some equipment
chosen by NPD, NFOGM and CMR [Ref. Group, 2001] for the example uncertainty
evaluation of aUSM fiscal gas metering station described in Chapter 4. These exam-
ple instruments represent typical equipment commonly used today when upgrading
existing fiscal metering stations and designing new fiscal metering stations. The ex-
ample temperature transmitter evaluated is the Rosemount Model 3144 Smart Tem-
perature Transmitter [Rosemount, 2000], in combination with a Pt 100 4-wire RTD
(calibrated together). The example pressure transmitter evaluated is the Rosemount
Model 3051P Reference Class Pressure Transmitter [Rosemount, 2000]. The exam-
ple densitometer evaluated is the Solartron 7812 Gas Density Transducer [Solartron,
1999].

Functional relationship - USM fiscal gas metering station

The functional relationships of the USM fiscal gas metering station which are needed
for expressing the uncertainty model of the metering station are discussed in the fol-
lowing. First, the functional relationships which are used in practice are given.
These are then re-written to an equivalent form which is more convenient for the
purpose of accounting (in the uncertainty model) for the relevant uncertainties and
systematic effects related to flow calibration of the USM.
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Basic operational functional relationships

The measurement of natural gas using a flow calibrated ultrasonic gas flow meter
(USM) can be described by the equations (cf. Section 2.1)

0, = 3600 [K [&}q, [m3h] , (2.1)
- F)TOZO 3

Q= pTZ d, [Sm*/h] , (22)

Om = A0, [kg/h] (23

0. =H.Q [MJh] , (2.4)

for the axial volumetric flow rate at line conditions, q,, the axial volumetric flow
rate at standard reference conditions, Q, the axial mass flow rate, q,,, and the energy
flow rate, q,, respectively2s.

Here, the correction factor2®
K= f(K.,K,,....K,,d,) (2.5)

is some function, f, of the M meter factors, K;, measured at different nominal test
flow rates (“calibration points’),

28 |t should be noted that the conversion from

* Volumetric flow rate at line conditions (q,) to volumetric flow at standard ref. conditions (Q),
e Volumetric flow rate at line conditions (q,) to mass flow rate (q.,), and

* Volumetric flow rate at line conditions (q,) to energy flow rate (qe),

can be made using different methods, involving different types of instrumentation, cf. Tables 2.1-
2.3. In the present Handbook, method 3 of Table 2.1, method 1 of Table 2.2 and method 5 of
Table 2.3 are used, respectively, asdiscussed in Section 2.1.2.

29 By [AGA-9, 1998; p. A-4] the function K is referred to as “calibration factor”. Here this termi-

nology will be avoided, for reasons explained in the following.

By [IP, 1987, paragraph 2.3.4] a meter factor is defined as “the ratio of the actual
volume of liquid passing through the meter to the volume indicated by the meter”, cf. also [API,
1987; paragraph 5.2.8.1.2].

By the same IP reference, the K-factor (meter output factor) is defined as “the number
of signal pulses emitted by the meter while the unit volume is delivered”. The K-factor thus has
the unit of pulses per volume. For flow meters the term “calibration factor” is essentially cover-
ing what is meant by the “K-factor” [Eide, 2001b].

In this terminology (mainly originating from use of turbine meters), thus, the numbers
Ki,j =1, ..., M, are meter factors. The curve K established on basis of these M meter factors
(e.g. using the methods described in Section 2.2.2) will here be referred to as the “correction
factor”. The terms “K-factor” and “calibration factor” will be avoided in the present document,
to reduce possible confusion between USM and turbine meter terminologies.
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K, = e i=1,..M , (2.6)
Qusw j
and

q,: axia volumetric flow rate at actual pressure (P), temperature (T) and
gas compositional conditions (“line conditions”),

Q: axia volumetric flow rate at standard reference conditions (Po and To),
for the actual gas composition,

On: axial mass flow rate,

0e: axial energy flow rate,

Q.. reference value for the axial volumetric flow rate under flow calibra-
tion of the USM (axia volumetric flow rate measured by the flow
calibration laboratory), at test flow rate no. j, j =1, ..., M, at flow
calibration pressure and temperature, Pey and Tey.

Qusw ;- axia volumetric flow rate measured by the USM under flow calibra-
tion, at test flow rate no. j, j =1, ..., M, at flow calibration pressure
and temperature, Pey and Teg.

Qusv . axia volumetric flow rate measured by the USM under field operation
(at line conditions), i.e. a P, T, actua gas and actual flow rate, before
the correction factor K is applied.

P: static gas pressure in the meter run (“line pressure”),

T: gas temperature in the meter run (“line temperature’),

Z: gas compressibility factor in the meter run (“line compressibility factor”),

Po: static gas pressure at standard reference conditions30: Py = 1 atm. =
1.01325 bara,

To: gas temperature at standard reference conditions; To = 15 °C = 288.15 K,

Zy: gas compressibility factor at standard reference conditions, Py, To (for
the actual gas composition),

Pea :  static gas pressure at USM flow calibration,

Teal: gas temperature at USM flow calibration,

p: gas density in the meter run (“line density”), for the actual gas, P and T,

Hs: superior (gross) calorific value per unit volume [MJSm?], at standard
reference conditions, Py, To, and at combustion reference temperature
25 °C [1SO 6976, 1995¢],

m: molar mass [kg/mole].

30 In the present Handbook, Q and ge and their uncertainties are specified at standard reference

conditions, Py = 1 atm. and Ty = 15 °C. However, as the acual values for Py and T, are used only
for calculation of Q and g, their calculated uncertainties at standard reference conditions will be
representative also for normal reference conditions, Py = 1 atm. and To = 0 °C.
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Since qygy ; and q,g, are measurement values obtained using the same meter (at the

flow laboratory and in the field, respectively), q,q,; and g, are patialy corre-

lated. That is, some contributionsto g, ; ad q,q, are correlated, while others are

uncorrelated.

Flow calibration issues

The correction factor is normally calculated by the USM manufacturer or the opera-
tor of the gas metering station. As discussed e.g. in the AGA-9 report [AGA-9,
1998], there are in general several ways to calculate the correction factor K from the
M meter factors K, j = 1, ..., M. Some suggested methods of establishing the correc-
tion factor from the meter factors are3l:

@

(b)

Sngle-factor correction. In this case, a single (constant) correcion value may
be used over the meter’ s expected flow range, calculated e.g. as:

* the flow-weighted mean error (FWME) [AGA-9, 1998]32,

 the weighted mean error (WME) [OIML, 1989]33, or

 the average meter factor.

Single-factor correction is effective especially when the USM’ s flow measure-
ment output is linear (or close to linear) over the meter’s flow rate operational
range.

Multi-factor correction. In this case, multiple correcion values are used over
the meter’s expected flow range, calculated using a more sophisticated error
correction scheme over the meter’ srange of flow rates, e.g:

31

32

33

By [AGA-9, 1998], the “single factor correction” is referred to as “single calibration-factor cor-
rection”. As explained in the footnote accompanying Eqg. (2.5), this terminology will be avoided
here.

The (constant) correction factor calculated on basis of the FWME is given as[AGA-9, 1998]

M

Z(UUSM J /qu)De"u §

k=0 __ " yhee  FWME= .
100 + FWME
quSM,j/qmax
j=1
is the flow-weighted mean error, and
DeVU,J- _qUSMJ_qref,j - 1 1
Ores ,j K;
isthe (uncorrected) deviation at test flow rateno. j,j =1, ..., M.

According to the “OIML method” [OIML, 1989], the weighted mean error (WME) is calcul ated
as the flow-weighted mean error (FWME) (see the footnote above), with the exception that at the
highest flow rate, qq, ; /Gy =1, the weight factor is 0.4 instead of 1.0.
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» apiecewise linear interpolation method [AGA-9, 1999],

« amulti-point (higher-order) polynomial agorithm [AGA-9, 1998], or

» aregression analysis method.

Multi-factor correction is useful when the USM’s flow measurement output is
nonlinear over the meter’s flow rate operational range.

The correction method formulated in Egs. (2.1)-(2.4), and used below, covers both
method (@) (single factor correction) and the more general method (b) (multi-factor
correction).

Alternative functional relationship

Egs. (2.1)-(2.4) are the expressions used in practice, for the USM field measurements
in the type of gas metering stations addressed here (cf. Section 2.1.2). However, Eq.
(2.1) asit stands is not very well suited as a functional relationship to be used as the
basis for deriving an uncertainty model of the USM gas metering station. In the un-
certainty model one needs to account (among others) for the uncertainty related to
use of the correction factor, K, the uncertainty of the flow calibration laboratory, the
partia correlation between the USM field measurement and the USM flow calibra-
tion measurement, and the cancelling of systematic effects by performing the flow
calibration. To model such effects by the functional relationship, Eqg. (2.1) is re-
arranged to some extent in the following.

Let test flow rate point no. j be the calibration point closest to the actually measured
flow rate. In the vicinity of this test point no. j, the correction factor K may conven-
iently be written as

f(K,LK, Ky ay)
K.

J

KEf(Kl,KZ,...,KM,qV):K{ :IEKJEKdev,j (2.7

where the deviation factor at test flow rate no. j, Kqev;, is defined as the ratio of the
correction factor and the meter factor no. j,

K
K ev | E? . (2.8)

J

K, Kj and Kgevj are all very close to unity. From Egs. (2.6)-(2.8) the functional rela-
tionship (2.1) becomes

qref )

g, =3600 Ko, j —Quav | - (2.9
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It should be noted that Egs. (2.9) and (2.1) are equivalent. While Eq. (2.1) is the ex-
pression used in practice for the field measurement, Eq. (2.9) is better suited for de-
riving the uncertainty model for the USM gas metering station, as motivated above.

An interpretation of the deviation factor Kqeyj is needed as a basis for specifying the
necessary uncertainty of Kge,j as input to the uncertainty calculations (cf. Section
3.3.2). For this purpose an example of a USM flow calibration correction discussed
by [AGA-9, 1998] serves to be convenient, cf. Fig. 2.1. The figure shows the per-
centage relative deviation34 for a set of flow calibration data (uncorrected, open cir-

cles) at six test rate points, j = 1, ..., 6 (M = 6 here), defined as
Dev, ; =(Ousw,; ~ e j )/ - Shown is also the percentage corrected relative de-

viation at test point j after multiplication of g4, ; by aconstant correction factor, K

(in this example calculated on basis of the FWMES35) (shown with triangles). The
corrected relative deviation is defined as

KqUSM,' - qref,'
Dev, ; = qJ J
ref,j

K i=1 ..M . (2.10)
Ki

Now, from Egs. (2.10) and (2.8), the deviation factor can be written as

K =1+Dev,; . (2.11)

dev, j

For example, a q/q,, = 0.05 0.1 and 1.0, one finds Kgey1 = 1.01263, Kgey,2 =

1.00689 and Kgey,10 = 0.99943, respectively, in this example (Fig. 2.1). The close
relationship between Dev. ; and Keey; IS the background for referring to Kgeyj as the

“deviation factor”.

It should be noted that in general, the correction factor K is not necessarily equal to
the meter factor K; at test flow rate no. j. That will depend on the method used for
calculation of K (cf. e.g. the above FWME example, where K # Kj). However, if K is
calculated so that K = K at test flow rate no. j, one will have Dev. ; =0, and Keev, =
1. So will be the case if e.g. a piecewise linear interpolation method is used for cal-
culation of K.

34 By [AGA-9, 1998], the ordinate of Fig. 2.1 is called “percent error”. Here, the term “error” will
be avoided in this context, since error refers to comparison with the (true) value of the flow rate.
Fig. 2.1 refers to comparison with the reference measurement of the flow calibration laboratory
(cf. EQ. (2.10)), and hence the term “ percentage relative deviation” is preferred here.

35 In the present example (cf. Fig. 2.1) the applied correction factor is constant and equal to K =
1.0031 [AGA-9, 1998].
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Fig. 2.1 Example of uncorreced (Devy;) and FWME-corrected (Devc;) flow-calibration data for a
8" diameter USM. Copied from the AGA Report No. 9, Measurement of Gas by Multipath
Ultrasonic Meters [AGA-9, 1998], with the permission of the copyright holder, American
Gas Association. (The figure was based on data provided by Soutwest Research Institute,
San Santonio, Texas.)

Functional relationship - Multipath ultrasonic gas flow meter

The functional relationship of the USM gas metering station, given by Egs. (2.9) and

(2.2)-(2.4), involves the volumetric flow rates measured by the USM in the field and
at the flow calibration laboratory, g, and q,g, ;, respectively. To account for the

systematic effects which are eliminated by flow calibration, as well as correlated and
uncorrelated effects between q,q, and g, ;, the functiona relationship of the

USM is needed.
Basic USM principles

A multipath ultrasonic transit time gas flow meter is a device consisting basically of
a cylindrical meter body (“spoolpiece’), ultrasonic transducers typically located
along the meter body wall, an electronics unit with cables and a flow computer [1SO,
1997], [AGA-9, 199§], [Lunde et al., 20004, cf. Figs. 1.1, 2.2 and 2.3 The trans-
ducers are usually mounted in transducer ports and in direct contact with the gas
stream, using gas-tight seals (o-rings) to contain the pressure in the pipe.
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USMs derive the volumetric gas flow rate by measuring electronically the transit
times of high frequency sound pulses. Transit times are measured for sound pulses
propagating across the pipe, at an angle with respect to the pipe axis, downstream
with the gas flow, and upstream against the gas flow (cf. Figs. 2.2 and 2.3). Multiple
paths are used to improve the measurement accuracy in pipe configurations with
complex axia flow profiles and transversal flow.

Different types of path configurations are used in USMs available today, including
non-reflecting and reflecting path configurations. Fig. 2.2 illustrates some concepts
used, corresponding to Fig. 1.1. The present Handbook accounts for USMs with re-
flecting paths as well as USMs with non-reflecting paths.

For each of the N acoustic paths, the difference between the upstream and down-
stream propagating transit times is proportional to the average gas flow velocity
along the acoustic path. The gas flow velocities along the N acoustic paths are used
to calculate the average axial gas flow velocity in the meter run, which (in the USM)
is multiplied with the pipe cross-sectiona area to give the volumetric axia gas flow
rate at line conditions.

.!‘. o -i
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Fig. 2.2 Three different types of USM path configurations used today:
(a) Daniel SeniorSonic 4-path non-reflecting-path configuration [Daniel, 2000],
(b) Kongsberg MPU 1200 6-path non-reflecting-path configuration [ Kongsberg, 2000],
(c) Instromet Q-Sonic 5-path reflecting-path configuration [Instromet, 2000].
Copied from the respective sales brochures with the permission of Daniel Industries, FMC
Kongsberg Metering and Instromet.
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2.3.2

Normally, USMs used for sales metering of gas are (1) “dry calibrated” in the factory
and (2) flow calibrated in an accredited flow calibration laboratory36, before installa-
tion for duty in the gas line [AGA-9, 1998].

The USM metering principle is described elsewhere (cf. e.g. [AGA-9, 1998], [Lunde
et al., 2000a]), and details of that are not further outlined here, except for the func-
tional relationship described in the following, which is needed for the uncertainty
analysis of Chapter 3.

Alternative USM functional relationships

A schematic illustration of a single path in a multipath ultrasonic gas flow meter
(USM) is shown in Fig. 2.3. Four different formulations of the functional relation-
ship of the USM measurement are relevant. These are here referred to as Formula-
tions A, B, Cand D. The four formulations are equivaent, but differ with respect to
which input quantities that are used for describing the geometry of the USM37.

Receiving
transduc%
: ! /]
Lr X

Receiving
cebles& ggtlzceti on
electronics

ES

v

Transmitting
— transducer
Signd Transmitting
generator [ cables & TOPVIEW FRONT VIEW
electronics

Fig. 2.3 Schematic illustration of a single path in a multipath ultrasonic transit time gas flow meter
with non-reflecting paths (for downstream sound propagation). (Left: centre path example
(y; = 0); Right: path at lateral chord positiony;.)

36 Note that due to limitations in pressure and temperature of current accredited flow calibration

laboratories (e.g. 10 °C and 50 bar maximum pressure), the deviations between line conditions
and flow calibration conditions may be significant, especially for line applications with tempera-
tures of 50-60 °C, or pressures of 150 - 200 bar. This has implications for the meter body un-
certainty (cf. Sections 2.3.4 and 3.4.1), as well as for systematic effects on transit times (cf. Sec-
tion 3.4.2).

37 With respect to the meter independency of the uncertainty model for the USM fiscal gas metering

station, cf. Sections 3.3 and 5.3.
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The expressions for the four formulations A, B, C and D are summarized briefly in
Table 2.5, along with the geometrical quantities involved in the respective formula-

tions.

Table2.5. Alternative and equivalent functional relationships for multipath ultrasonic transit time

flow meters.
Formu- Functional relationship Geometrical quantitiesinvolved
lation (i=1,...,N).
A Qs = 271RZZN:W (N, + D[R = ¥ (1 —t) Ry and g
- i=1 I Tﬂ.itZi‘Sinzqq‘
s (N efl i +DL (tl' _tz')
B = R? el A R, L;and
Gosw ;W' 2t,t, COSQ “
N (N, +DLA(, —t,)
C - 7'R2 . refl i i \Mi 2i R, Li and X;
Qusm ;\M 2xt,t,
s (N +D) ‘X\z +4(R2 - y‘zl (ty —tz) ) :
P Qo =7R ;Wi 2xt,ty RY and
Here, the following terminology is used:
R: inner radius of the USM meter body,
Vi lateral distance from the pipe center (lateral chord position) for path
no.i,i=1,...,N,
@ inclination angle (relative to the pipe axis) of pathno.i,i =1, ..., N,
Li: (8 For non-reflecting paths (Nrerj = 0): interrogation length of
path no. i, i =1, ..., N (i.e, the length of the portion of the inter-

transducer centre line lying inside a cylinder formed by the meter
body’ sinner diameter).

(b) For reflecting paths (Nreri > 0): the portion of the distance
from the transmitting transducer front to the first reflection point,
which is lying inside a cylinder formed by the meter body’s inner
diameter, for path no. i,i =1, ..., N. Thislength is /(N +1) of
the total propagation distance (interrogation length) of the acoustic
path inside the pipe.

X: length of the projection of L; along the pipe axis (x-direction), for
pathno.i,i=1,...,N.

Wi integration weight factor for pathno.i,i =1, ..., N,

tai: transit time for upstream sound propagation of path no.i,i =1, ..., N,

toi: transit time for downstream sound propagation of pathno.i,i =1, ..., N,

Nrefi i number of wall reflectionsfor pathno.i,i=1, ..., N,
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2.3.3

N: number of acoustic paths.

With respect to (Neni+1), this factor has been introduced here to account both for
USMs with reflecting paths and USMs with non-reflecting paths (cf. [Froysa et al.,
2001]). For example, in the 4-path Daniel SeniorSonic [Daniel, 2000] and the 6-path
Kongsberg MPU 1200 [Kongsberg, 2000] meters, no reflecting paths are used, and
Nreri = 0. For the 5-path Instromet Q-sonic [Instromet, 2000], three single- and two
double reflecting paths are used, and N¢ i = 1 and 2, respectively.

Formulation A was used in [Lunde et al., 1997] and [Lunde et al., 2000a], with the
exception that the factor (Neqi+1) has been included here to account also for USMs
with reflecting paths. Formulation C corresponds to the expression given by [I1SO,
1997] (Eq. (23) of that document), except for the factor (Neq j+1).

For the flow cdibration measurement of the USM, q,q,;, Similar expression as

givenin Table 2.5 apply.

Choice of USM functional relationship and meter independency aspects

It should be highly emphasized that for the uncertainty model of the USM gas me-
tering station presented in Chapter 3, and for evaluation of the expanded uncertainty
of the metering station using the Excel program EMU - USM Fiscal Gas Metering
Sation described in Chapter 5, the actual choice of USM formulation A, B, Cor D is
not essential or critical.

The formulations A, B, C, or D differ only by which meter body geometry parame-
ters that are used as input quantities, cf. Table 2.5. By the flow calibration, meas-
urement uncertainties and out-of roundness effects on the meter body geometry
(systematic effects) are eliminated (cf. Table 1.4), so that only dimensional changes
due to possible pressure and temperature differences are left to be accounted for in
the model. The description of such dimensional changes is independent of USM
formulation A, B, C or D, and can be described similarly using any of these. For the
uncertainty model of aflow calibrated USM, it is thus not important which geometry
parameters that have actually been measured on the USM meter body at hand, in the
"dry calibration"38,

38 For a USM for which flow calibration has not been made, i.e. the USM has been subject only to

"dry calibration”, the situation would be somewhat different. In this case, the measurement un-
certainties and out-of roundness effects on the meter body geometry (systematic effects) would
have to be accounted for in the model (such as in the GARUSO model, cf. [Lunde et al., 1997,
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The main reason for introducing the four formulations, as done in Section 2.3.2, and

for making a choice of one of them for the following description, is threefold:

D)

2

Firstly, a specific USM formulation is needed in the process of deriving a
mathematically and formally valid uncertainty model, to sort out which uncer-
tainty termsthat are to be accounted for and not, and how they shall appear in the
model (correlation aspects, etc.). This process is described in Appendix E.
However, after this process, uncertainty terms are associated and assembled in
groups, so that the resulting uncertainty model, Eq. (3.6), becomes essentially
independent of USM formulation. In fact, this meter independent uncertainty
model, Eq. (3.6), would be the result irrespective of which USM formulation A,
B, C or D that were used for the formal derivation of the model.

With respect to USM related input uncertainties, the user has the option to run
the program EMU - USM Fiscal Gas Metering Station at two levels (cf. Sections
1.3, 3.4 and 5.10):

(@ An*“overdl level”, where the relative standard uncertainties Ereyr and Eysv s
(cf. Eqg. (3.19)) are given directly. In this operational mode the uncertainty
model is completely meter independent (does not involve formulations A, B,
C,orDat al).

(b) A more “detailed level”, where E;egx, Eusu,a Or both, are calculated from
more basic input (cf. Egs. (3.20)-(3.47)). In this operational mode, sensitiv-
ity coefficients have to be calculated in the program. Therefore, one of the
formulations A, B, C and D has to be chosen, for calculation of these coeffi-
cients. However, the choice of formulation is arbitrary; - i.e. the uncertainty
model does not depend on which of the formulations A, B, C and D that is
actually used3.

39

2000]). The choice of formulation A, B, C and D would then be more important. This compli-
cation may be overcome e.g. asfollows:

As an example, assume formulation A is used. For USMs for which other geometry
quantities than R, y; and ¢ are used as input quantites, such as one of the sets {R, L;, ¢}, {R, Lj,
x} or {R, Vi, x}, the uncertainty of such USMs may be evaluated in terms of formulation A by
calculating the combined standard uncertainties of R, y; and ¢ from the standard uncertainties of
the sets{R, L;, ¢}, {R, L, x} or {R, Vi, x}, respectively, and using these combined standard un-
certainties of R, y; and ¢ as input to the uncertainty calculations.

Sensitivity coefficients involving the USM functional relationship formulation appear in the un-
certainty terms related to (1) repeatability of the USM in field operation, E«, and (2) the USM
field operation of the USM, Eyau 4, Cf. Egs. (3.19)-(3.20).
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(3) Thirdly, for description of uncertainties related to dimensional changes of the

meter body, caused by possible pressure and temperature differences from flow
calibration to field operation, one of the formulations A, B, C or D is needed,
since Egs. (2.20)-(2.22) are not generaly valid, cf. Section 2.3.4.

For these three reasons, one has to choose one of the four formulations A, B, C or D,

given by Egs. (2.12)-(2.15), asthe USM functional relationship.

In the present document, Formulation A isused, i.e.

_ 2 N (Nreﬂ,i +1)w/ R? - yi2 (tn _tZi)
Ouaw = 27R° YW, >
= tyt,|sin2g)

(2.12)

involving the geometrical quantitiesR, y; and ¢, i = 1, ..., N, i.e., the meter body in-
ner radius, the lateral chord positions and the inclination angles of the paths.

Pressure and temperatur e corrections of USM meter body

Pressure and temperature effects on the meter body dimensions (expan-
sion/contraction, cf. Fig. 2.4) act as systematic effects and appear directly as errorsin
the flow rate measurement result, q,, if not corrected for. Such errors in g, become
significant, e.g. about 0.1 %, for atemperature difference of 24 °C, or a pressure dif-
ference of 36 bar (for a 12" USM example with wall thickness 8.4 mm), relative to
the P and T conditions at flow calibration?0. If such temperature and pressure effects

40

With respect to E«y, the sensitivity coefficients are completely independent of which
formulation A, B, C and D that is used, cf. Egs. (3.43)-(3.44) and the text accompanying Eq.
(3.28).

With respect to Eygu, Sensitivity coefficients appear in connection with the uncer-
tainty terms Egme 4 and Epogy s, Cf. EQ. (3.20). For Eiime 4, the sensitivity coefficients are completely
independent of formulation, for the same reason as given in connection with E,«; above.

For Eqouy.a, the sensitivity coefficients are given by Egs. (3.25)-(3.27). Exoay.s @ccounts
for uncertainties related to meter body quantities. In the case studied here, with flow calibration
of the USM, only uncertainties related to pressure and temperature expansi son/contraction of the
meter body are to be accounted for in Eyugy 4 (Cf. Table 1.4). In this case, since the P and T ef-
fects on the geometrical quantities are correlated (cf. Eqg. (3.21)), it can be shown that Eyegy4 iS
independent of which of the formulations A, B, C and D that is actually used.

These results can be calculated e.g. using Egs. (2.20)-(2.22) below, with USM meter body mate-
rial data as given in Table 4.3, and Eq. (2.19) used for the radial pressure expansion coefficient,
B. The results are consistent with the analysis and results given in the AGA-9 report [AGA-9,
1998, Section 5.1.1]. Note that other models for S (cf. Table 2.6) would give other figures for
the pressure expansion/contraction.
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work in opposite “directions’ (e.g. expansion due to pressure increase and contrac-
tion due to a temperatur decrease, relative to the reference conditions), they will can-
cel each other. However, if they work in the same “direction”, that would result in
an error of 0.2 %. Over time a systematic error of this magnitude may accumulate to
significant economic values, so correcting for the error is often recommended.

For example, the NPD regulations [NPD, 2001] state that “ Correction shall be made
for documented measurement errors. Correction shall be carried out if the deviation
is larger than 0.02 % of the total volume” (cf. Section C.1). Pressure and tempera-
ture correction is also addressed by the AGA-9 report4L.

To correct for the small dimensional changes (expansion/contraction) of the meter
body caused by the operational pressure and temperature in the field (cf. Fig. 2.4),
some meter manufacturers have implemented correction factors for such dimensional
changes. Note that today such corrections address the dimensional changes of the
meter body, but not necessarily the effect of dimensional changes of the transduc-
ers®2,

Fig. 24 Geometry for acoustic path no. i in the USM, showing lateral change with T and P (sche-
matically).

At atemperature T and pressure P, the meter body radius (R), the lateral chord posi-
tions (y;), and the inclination angles (¢), are (cf. Appendix D)

41 For each individual USM, the AGA-9 report recommends measurement and documentation of
relevant dimensions of the meter at atmospheric conditions and a temperature 20 °C, as a part of
the “dry calibration” of the USM [AGA-9, 1998]. This concerns the average inner diameter of
the meter body, the length of each acoustic path between transducer faces, the axial distance be-
tween transducer pairs, and inclination angles. Some recommendations for measurements of
these quantities in the factory are given in the AGA-9 report.

42 In the program EMU - USM fiscal gas metering stations, the effects of transducer expan-
sion/contraction due to pressure and temperature effects can be accounted for by including such
effects in the standard uncertainties of the coefficients of linear thermal and pressure expansion,
u(a) and u(p), respectively. Cf. Section 3.4.1.

An alternative approach would be to account for such effects in the functional relation-
ship of the USM, and that may be included in possible future upgrades of the Handbook.
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R=K,K,R, (2.13)

Y = K: Ko (2.14)

@ =taﬂ‘1( taf'((p'O) j i=1..,N (2.15)
1-(1- 8 /B)(Kp -1)

where subscript “0” is used to denote the relevant geometrical quantity at "dry cali-
bration" conditions, i.e. Ry, Yio and ¢o. The correction factors for the inner radius of
the meter body due to dimensional changes caused by temperature and pressure
changes relative to “dry calibration” conditions, are given as (cf. e.g. [API, 1981;
1995], [IP, 1989], [AGA-9, 1998])

K, =1+0a4T, ATy =T-Tay (2.16)

ry 1

Kp =1+ ,BAPd APqyry =P-Pyry, (2.17)

ry 1

respectively, where Py, and Tqy are the pressure and temperature at “dry calibration”
conditions, e.g. Pgry = 1 atm. and Tgy = 20 °C 43. @ is the coefficient of linear ther-
mal expansion of the meter body material. [ and [* are the radial and axial linear
pressure expansion coefficients for the meter body, respectively.

For convenience, Kp and Ky are here referred to as the radial pressure and tempera-
ture correction factors for the USM meter body, respectively?4. 3 and 5* depend on
the type of support provided for the meter body installation (i.e. the model used for
the meter body pressure expansion / contraction). Table 2.6 gives different models in
use for B, and corresponding expressions for 5% are given in Appendix D. Note that
all models in use represent simplifications. For thin-walled cylindrical and isotropi-
cally elastic meter bodys, S and * arereleated as (cf. Appendix D)

43 Note that the actual values of the temperature and pressure at “dry calibration” (Pg, and Ty ) are
never used in the uncertainty model of the gas metering station, i.e. they are not used at all in the
program EMU - USM Fiscal Gas Metering Sation.

This is so because the relevant reference temperature and pressure with respect to me-
ter body expansion / contraction are not the “dry calibration” temperature and pressure, but the
temperature and pressure at flow calibration of the USM, cf. Section 3.4.1.

44 The radial pressure and temperature correction factors for the USM meter body, Kp and Kr,
should not be confused with the corresponding volumetric pressure and temperature correction
factors of the meter body, Cpem and Cien, Cf. €.9. Egs. (2.21)-(2.22).
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B
B

-0=-03 for the cylindrical pipe section model (ends free),

=<0 for the ininite-length cylindrical pipe model (ends clamped),
1-2
ng =0.235 for thecylindrical tank model (ends capped),

where the values inserted for 5’ / B apply to steel (o= 0.3).

Table2.6. Models used by USM manufaturers etc. for linear pressure expansion of the inner radius of

the USM meter body (isotropic material assumed), under uniform internal pressure.

(2.18)

Reference/ Modelsfor the coefficient of USM meter body
USM manufacturer linear radial pressure expansion, 8 assumptions
[AGA-9, 1998], R ¢ Cylindrical pipe section model
[Roark, 2001, p. 592] B=Ly (ends free)
e Thinwal,w< Ry/10
_ _ 1 L3(R, +w)? +0.4R,’  Cylindrical tank model
Daniel Industries B= v TR (pipe with ends capped)
[Daniel, 1996, 2001] (R, +w)" =Ry « Thick wall
(,8=O.85% for w<< Ry) * Steel material (o= 0.3)
w
FMC Kongsberg Metering R o  Cylindrical tank model
[Kongsberg, 2001], B= W[l_zj (pipe with ends capped) 4°
[Roark, 2001, p. 593] « Thinwal,w< R, /10
(B= 0.85i for o= 0.3 (stedl))
wY
Instromet No P or T correction used. Infinitely long pipe model (ends
[Autek, 2001] clamped, no axial displacement)
Pressure expansion analysis based Radial expansison assumed to be
on: = 0.5 [Fadial expansion for ends-
—ae R free model
’B_O'Swy e Thinwall, w< R, /10
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In[API, 1981], [API, 1995], [IP, 1989] the volumetric pressure correction factor Cyg, for acylin-
drical container (such as a conventional pipe prover, atank prover, or atest measure), is given as
Coo =1+(2R, /WY )4P .

Thisis relatively close to the volumetric pressure correction factor Cyg, for a cylindri-
ca tank (pipe with ends capped) which is given as C,, =(1+ BAP)}(1+ B AP) =
1+(28+ B )AP, where B is the coefficient of linear pressure expansion for the axial dis-
placement of the USM meter body. For athin-walled cylindrical tank one has [Roark, 2001, p.
593] B=(R,/wY)(1-0/2) and B =(R,/wY)(05-0), giving
Cop =1+(2R, /WY )(1.25-0)4P . For steel (0 = 0.3) thisgives C, =1+(1.95R, /wY )4P.

[IP, 1989] state that their expression is based upon a number of approximations that
may not hold in practical cases. For values of (C g, —1) that do not exceed 0.00025, the value
of (C,, —1) may sometimes be subject to an uncertainty of +20 %. For higher values of

(Coe —1) (suchasfor high pressure differences), the uncertainty may be larger.
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Here the following terminology has been used,

w = Average wall thickness of the meter body [m],

Ry = Average inner radius of the meter body, at "dry calibration” condi-
tions[m],

Y = Young's modulus (modulus of elasticity) of the meter body material,

o = Poisson’'sratio of the meter body material (dimensionless).

The “cylindrical pipe section model” [Roark, 2001, p. 592] applies to a finite-length
pipe section with free ends and does not account for flanges, bends, etc. The “cylin-
drical tank model” (pipe with ends capped) [Roark, 2001, p. 593] may to some extent
apply to instalation in a pipe section between bends, and does not account for
flanges or very long pipe installations. Both models allow for displacement of the
pipein axial direction, but in different directions [Roark, 2001, pp. 592-3]. The infi-
nitely-long-pipe model (ends clamped) used by Instromet [Autek, 2001] assumes no
axial displacement and that the radial displacement is at maximum half the value of
the ends-free model46. The ends-clamped model may be relevant for installation of
the USM in along straight pipeline. Relative to the ends-free model, the ends-capped
model and the ends-clamped model used by Instromet differ by about 15 % and 50
%, for thin-walled steel pipes, as can easily be seen from the table.

For simplicity (to limit the number of “cases’)4/, and as a possible “worst case” ap-
proach (since it gives about 15 % larger pressure expansion than the cylindrical tank
model), it has for the present Handbook been chosen to use the expression for 8
which has been applied by [AGA-9, 1998], namely

-R (2.19)

Cwy

i.e. the expression corresponding to the “cylindrical pipe section model (ends free)”.

It should also be noted that for USMs where all inclination angles are equal to +45°,
i.e @, =145°%i=1, .., N, Egs (2.12)-(2.17) can be written as (cf. Appendix D)

qUSM = qUSM 0 |]::tsrn |]::psm ' (220)

46 The assumption that the radial displacement is at maximum half the of the value of the ends-free
model was a tentative estimate [Autek, 2001].

47 In a possible future revision of the Handbook, various models for S may be implemented, cf.
Chapter 7.
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where

Cien = K7 =(1+0adT,, )* = 1+30a4T, (2.21)

ry !

)? =1+ 334P, (2.22)

ry ry 7

Cpsm = Kg :(1+ﬁAPd

are the volumetric thermal and pressure correction factors of the USM meter body48,
and qq, , isgiven by Egs. (2.12)-(2.15), with the "dry calibration” quantities Ry, Yio,

Lio, Xio and ¢ inserted instead of the quantitiesR, y;, Li, % and @,i =1, ..., N.

The relationship (2.20) has been shown in Appendix D for al formulations A, B, C
and D, fully consistent with the less general discussion on this topic given in [AGA-
9, 1998; p. C-29].

Hence, for such meters Egs. (2.12)-(2.17) and Egs. (2.20)-(2.22) are equivalent49 0,
That means, the P and T corrections of the geometrical quantities of the meter body
can be separated from the basic USM functional relationship and put outside of the
summing over paths.

It should be noted that Egs. (2.20)-(2.22) is strictly not valid expressions for meters
involving inclination angles different from 45°, for which they represents an ap-
proximation (cf. Appendix D). Eq. (D.28) gives the relative error by using this ap-
proximation. It turns out that for moderate pressure deviationsAR, (a few tens of

bars), the errors made by using Egs. (2.20)-(2.22) may be neglected, and these equa-

48 For the correction factor of the meter body, a notation is used according to “common” flow me-
tering terminology, where subsripts t, p, s and m refer to “temperature”, “pressure”, “steel” and
“meter”, respectively, cf. e.g. [IP, 1989], [API, 1981], [API, 1995], [Dahl et al., 1999].

49 Egs. (2.20)-(2.22) are used by Daniel Industries for the SeniorSonic USM [Daniel, 2001], for
which it is a valid expression since all inclination angles in the meter are 45°. FMC Kongsberg
Metering are using a correction approach of the type given by Egs. (2.13)-(2.17) [Kongsberg,
2001].

S0 By one manufacturer [Autek, 2001], alternative expressions for the temperature and pressure cor-
rection factors of the USM meter body (alternatives to Egs. (2.21)-(2.22)) have been presented,
which in the notation used here can be written as

Cy, = 1+404T C o = 1+450P, .

dry
On basis of these expressions (which in fact predict larger dimensional changes than Egs. (2.21)-
(2.22), if the same S-model is used), it is argued [Autek, 2001] that the errors due to pressure and
temperature expansion / contraction are negligible except under extreme situations (such as when
the errors approach the uncertainty of the best flow calibration laboratories, about 0.3 %).
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2.35

tions may be used for inclination angles in the range of relevance for current USMs,
40° to 60°. However, for larger pressure deviations, and especially for inclination
angles approaching 60°, the error introduced by using Egs. (2.20)-(2.22) increases.
For example, for the 12" USM data given in Table 4.3 and angles equal to 60°, pres-
sure deviations of eg. 4P, = 10 and 100 bar yield relative errors in flow rate of
about 6[10° = 0.006 % and 610 = 0.06 %, respectively, by using Eqgs. (2.20)-(2.22)
(cf. Appendix D).

Today, the only USM manufacturer using Egs. (2.20)-(2.22), Daniel Industries
[Daniel, 1996, 2001], employs +45° inclination angles, for which the two formula-
tions (2.13)-(2.15) and (2.20)-(2.22) have been shown here to be practically equiva
lent (Appendix D). For this reason, and since both formulations are in use, the more
generally valid equations (2.13)-(2.15) are used to describe P and T effects on the
meter body in the uncertainty model of Chapter 3.

Transit time averaging and corrections

In practice, the transit times t,; and t,; for upstream and downstream sound propaga-

tion appearing in Eq. (2.12) are time averaged transit times.

Moreover, the measured upstream and downstream transit times t;; and t,; contain

possible time delays due to the electronics, cables, transducers and diffraction effects
(including finite beam effects), and possible cavities in front of the transducers, cf.
Fig. 2.3 [Lunde et al., 1997; 2000a]. To achieve sufficient accuracy of the USM,
these additional time delays may have to be corrected for in the USM.

However, such time averagings and time corrections have been implemented in dif-
ferent ways by the different USM manufacturers, and a description of these would be
meter dependent.

In order to avoid meter dependent functional relationships in the uncertainty model
of the gas metering station, possible averagings and corrections of the measured tran-
Sit times are not adressed here. In the uncertainty model described in Chapter 3, it is
left to the USM manufacturer to specify and document the following input uncer-
tainties:

(1) With respect to repeatability (random transit time effects): One specifies either

Erent (the relative standard uncertainty of the repeatability of the measured flow
rate, at a particular flow rate), or u(t;*™™) (the standard uncertainty of the tran-
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2.3.6

2.4

Sit time t;, at a particular flow rate, after possible time correction) (cf. Section

3.4.2). Both approaches are meter independent, cf. Section 2.3.3°1,

systematic systematic

(2) With respect to systematic transit time effects: u(t; ) and u(t; ), one

specifies the standard uncertainties related to systematic effects on the transit
times t,; and t,, , respectively (cf. Section 3.4.2). This approach is meter inde-

pendent, cf. Section 2.3.352,

USM integration method

Different USM manufacturers use different integration methods, i.e. different inte-
gration weights, wi, i = 1, ..., N. A description of these would thus be meter depend-
ent.

In order to avoid meter dependent functional relationships in the uncertainty model
of the gas metering station, the specific USM integration method is not adressed
hered3,

In the uncertainty model described in Chapter 3, it isleft to the USM manufacturer to
specify and document E, ,, the relative standard uncertainty of the USM integration

method due to change of installation conditions from flow calibration to field opera-
tion (cf. Section 3.4.3).

Functional relationship - Gas densitometer
As described in Section 1.3, the uncertainty of the gas densitometer can in the pro-

gram EMU - USM Fiscal Gas Metering Sation be specified at two levels (cf. dso
Chapter 5):

51 If specific time averaging algorithms were accounted for in the repeatability of the transit times,

that might be meter dependent.

52 If transit time corrections used in USMs were accounted for (such as correction for one or several

time delays due to transducers, diffraction, elecronics, transducer cavities, and nonzero transit
time difference (At) at zero flow), that would be meter dependent.

53 Very approximate values for the integration weightsw;, i = 1, ..., N, are used only to calculate

certain sensitivity coefficients in the “weakly meter dependent” mode of the program, cf. Section
5.3 and Chapter 6 (Table 6.3).



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 54

(1) “Overall level”: The user specifies the relative combined standard uncertainty
of the density measurement, E ,, directly asinput to the program. It isleft to the

user to calculate and document E, first. This option is completely general, and

covers any method of obtaining the uncertainty of the gas density estimate
(measurement or cal culation)>4.

(2) “Detailed level”: E, is calculated in the program, from more basic input uncer-

tainties for the vibrating element gas densitometer, provided by the instrument
manufacturer and calibration laboratory.

The following discussion concerns the “Detailed level”. In this case a functional re-
lationship of the gas densitometer is needed.

Gas densitometers considered in the “Detailed level” are based on the vibrating cyl-
inder principle, vibrating in the cylinder's Hoop vibrational mode, cf. Fig. 2.5%.
They consist of a measuring unit and an amplifier unit. The vibrating cylinder is
situated in the measuring unit and is activated at its natural frequency by the ampli-
fier unit. The output signal is a frequency or a periodic time (7), which is primarily
dependent upon density, and secondarily upon other parameters, such as pressure,
temperature and gas composition [Tambo and Sggaard, 1997]. Any change in the
natural frequency will represent a density change in the gas that surrounds the vi-
brating cylinder.

Here, only on-line installation of the densitometer is considered, using a by-pass gas
sample ling, cf. e.q. [ISO/CD 15970, 1999]. By this method, gas is extracted (sam-
pled) from the pipe and introduced into the densitometer. From the densitometer the
sample flow can either be returned to the pipe (to the sample probe or another low-
pressure point) or sent to the atmosphere (by the flare system). To reduce the tem-
perature differences between the densitometer and the line, the density transducer is

54 The“overall level” option may be of interest in several cases, such ase.g.:
* If the user wants a“simple” and quick evaluation of the influence of u.(p) on the expanded
uncertainty of the gas metering station,
* Incaseof adifferent installation of the gas densitometer (e.g. in-line),
* Incaseof adifferent gas densitometer functional relationship than Eq. (2.28),
* In case of density measurement using GC analysis and calculation instead of densitometer
measurement(s).

55 The NORSOK regulations for fiscal measurement of gas [NORSOK, 1998a, §5.2.3.7] state that
“the density shall be measured by the vibrating element technique”.
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installed in a pocket in the main line, and the whole density transducer installation
including the sampling line is thermally insulated from the ambient.

TO MEADTHT
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Fig. 25 (@) The Solartron 7812 gas density transducer [Solartron, 1999] (example). (b) Principle
sketch of possible on-line installation of a gas densitometer on a gas line (figure taken from
[1SO/CD 15970, 1999]).

For USM metering stations where the flow meter causes no natural pressure drop in
the pipe, the sampling device (probe) may be designed to form a pressure drop, so
that the pressure difference between the sample inlet hole and the sample return hole
can create sufficient flow through the sample line / densitometer to be continuously
representative with respect to gas, pressure and temperature [1SO/CD 15970, 1999].

The functiona relationship involves a set of calibration constants, as well as tem-
perature correction, velocity of sound (VOS) correction, and installation correction
(see below).
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24.1

In the following, reference will be made to the Solartron 7812 Gas Density Trans-
ducer [Solartron, 1999], a commonly used densitometer in North Sea fiscal gas me-
tering stations. Thisis also the densitometer used for example calculations in Chap-
ter 4. However, it should be emphasized that the functonal relationship described in
the following is relatively general, and should apply to any on-line installed vibrating
element gas density transducer.

General density equation (frequency relationship regression curve)

For gas density transducers based on the vibrating cylinder principle, the output is the
periodic time of the resonance frequency of the cylinder’s Hoop vibrational mode.
The relation between the density and the periodic time is obtained through calibra-
tion of the densitometer at a given calibration temperature (normally 20 °C), on a
known pure reference gas (normally nitrogen, argon or methane, due to their ac-
knowledged properties), and at several points along the densitometer’s measuring
range. The calibration results are then fitted with a regression curve,
p, = f(r,c,T,P) [Tambo and Seggaard, 1997]. One common regression curve is

[1SO/CD 15970, 1999], [Solartron, 1999; §6.4]

P, =Ky +K 1 +K,1?, (2.23)
where
Pu - indicated (uncorrected) density, in density transducer [kg/m?],
Ko, K1, K2 - regression curve constants (given in the calibration certificate),
T - periodic time (inverse of the resonance frequency, output from the
densitometer) [us].
c - sound velocity of the gas surrounding the vibrating element [m/s].

The periodic time, 7, is a function of density and varies typicaly in the range 200 -
900 ps [Tambo and Sggaard, 1997].

The form of the regression curve can vary from manufacturer to manufacturer, and
Eq. (2.23) is one example of such a curve. However, note that the form of the re-
gression curve is actually not used in the densitometer uncertainty model, and that
Ko, K1 and K are not needed as input to the uncertainty model, cf. Section 3.2.4.
The present uncertainty model is thus independent of the type of regression curve
used.
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Temperature correction

When the densitometer operates at temperatures other than the calibration tempera-
ture, a correction to the density calculated using Eq. (2.23) should be made for best
accuracy. In the Solartron 7812 gas density transducer, a 4-wire Pt 100 temperature
element is incorporated, for installation and check purposes [Solartron, 1999]. The
equation for temperature correction uses coefficient data given on the calibration
certificate, and is given as [ISO/CD 15970, 1999], [Solartron, 1999; §6.5]

Pr = Py [1"' Kis (Td _Tc)] +Ky (Td _Tc)’ (2.24)
where

foR - temperature corrected density, in density transducer [kg/m?],

Kis, Kig - constants from the calibration certificate>®,

Tqg - gas temperature in density transducer [K],

Tc - calibration temperature [K].

VOS correction

The periodic time, 7, of the vibrating cylinder is influenced by the gas compressibil-
ity (or, in other words, the gas composition), and thus on the VOS in the gas. EQs.
(2.23)-(2.24) do not account for such effects. Consequently, when the vibrating ele-
ment gas densitometer is used on gases other than the calibration gases (normally ni-
trogen or argon), a small calibration offset may be experienced. This offset is pre-
dictable, and it may be desirable to introduce VOS corrections to maintain the accu-
racy of the transducer [Solartron, 1999; §86.6 and Appendix E]>’.

The basic relationship for VOS correction is [ISO/CD 15970, 1999], [Solartron,
1999; 86.6, Appendix E]

1+ (KdJ
&) | (2.25)

K 2
1+ =4

Pa = pr [

56 Here, the notation of [Solartron, 1999] for the calibration constants K;g and Kyg is used.

57 |tis stated in [Solartron, 1999; 8E.1] that “the 7812 Gas Density Transducer is less sensitive to

VOS influence than previous models of this instrument and, in consegquence, the need to apply
VOS correction is less likely. However, when it is necessary, one of the correction methods are
suggested”.
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where

p, - temperature and VOS corrected density, in density transducer [kg/m?],

Kg - transducer constant [um] (characteristic length for the Hoop mode reso-
nance pattern of the vibrating element [Eide, 20014]), equal to 2.10010*
um for 7812, 1.35110* pum for 7810 and 2.62010% um for 7811 sensors
[Solartron, 1999].

Cc - VOS for the calibration gas, at calibration temperature and pressure
conditions [m/g].

Cs - VOSforthe measured gas, in the density transducer [m/g].

There are several well established methods of VOS correction, and four common
methods are;

1. For metering stations involving a USM, the VOS measured by the USM (aver-
aged over the paths) is often used for cg. This method is here referred to as the
“USM method”, and may be useful for measurement of different gases at vary-
ing operating conditions.

2. The“Pressure/Density method” [ISO/CD 15970, 1999], [Solartron, 1999; Ap-
pendix E] calculates the VOS (cq) based on the line pressure and density and ap-
plies the required correction. This method has been recommended for measure-
ment of different gases at varying operating conditions.

3. The “User Gas Equation” method [Solartron, 1999; Appendix E] calculates
the VOS (cq) based on the specific gravity and the line temperature, and applies a
correction based on two coefficients that define the VOS characteristic. This
equation is shown on nitrogen or argon calibration certificates. The User Gas
Equation is an approximate correction for a typical mixture of the calibration gas
(normally nitrogen or argon) and methane. This correction method is recom-
mended by Solartron for applications where pressure data is not available, but
where gas composition and temperature do change. For this method, a different
(and approximate) expression for the VOS correction than Eq. (2.25) is used.

4. For measurement of gas which has a reasonably well defined composition, So-
lartron can supply a“User Gas Calibration Certificate” [Solartron, 1999; Ap-
pendix E]. This specifies modified values of Ko, K1, K2, K1g and Ky, in order to
include the effects of VOS for the given gas composition.
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In the following, VOS correction methods based directly on Eq. (2.25) are consid-
ered. Thisincludesthe“USM method” and the “ pressure/density method” 8.

I nstallation correction

The vibrating element density transducer is assumed to be installed in a by-pass line
(on-line installation), downstream of the USM. Despite thermal insulation of the by-
pass density line, and precautions to avoid pressure loss, the gas conditions at the
density transducer may be different from the line conditions (at the USM), especialy
with respect to temperature (due to ambient temperature influence), but also possibly
with respect to pressure (cf. e.g. [Geach, 1994]). There may thus be need for an in-
stallation correction of the density®®. Temperature is a critical installation consid-
eration as a 1 °C temperature error represents a 0.3 % density error [Matthews,
1994], [Tambo and Sagaard, 1997] or more [ Sakariassen, 2001]60.

In this connection it is worth remembering that the densitometer will always give the
density for the gas in the density transducer. Installation errors result from the sam-
ple gas in the density transducer not being at the same temperature or pressure as the
gasin theline, and hence its density is different.

With respect to temperature deviation between the density transducer and the main
flow due to ambient temperature effects, [Geach, 1994] state that “The pipework
should be fully insulated between these two points to reduce temperature changes
and, where possible, external loop pipework should be in direct contact with the
main line. Unfortunately, this can be difficult to achieve. To aid density equaliza-
tion, density transducers should be installed in a thermal pocket in the main line’.
Temperature measurement is available in the density transducer since a Pt 100 ele-
ment is integrated in the 7812 densitometer [Solartron, 1999]. The temperature

S8 The VOS correction algorithm given by Eq. (2.25) was chosen by [Ref. Group, 2001] for use in

the present Handbook. Other VOS correction algorithms may be included in later possible revi-
sions of the Handbook.

59 The NORSOK [-104 industry standard for fiscal measurement of gas [NORSOK, 1998a,

§5.2.3.7] state that (1) “The density shall be corrected to the conditions at the fiscal measurement
point”, and (2) “if density is of by-pass type, temperature compensation shall be applied”.

60 A tempreature change of 1 °C can correspond to much more than 0.3 % in density change, since

the temperature also changes the compressibility, Z. In some cases the change can be aslarge as
0.9% (e.g. indry gas at 110-150 bar and 10 °C) [Sakariassen, 2001].
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transmitter for this Pt 100 element may be located close to the densitometertl or
further away, in the flow computer.

With respect to possible pressure deviation, it is emphasized by [Geach, 1994] that
“careful consideration should be given to any flow control valves, filters (including
transducer in-built filters), etc., installed in the external loop. These devices, if in-
stalled between the flow element measuring point and the density transducer, are li-
able to cause unacceptable pressure drops’. The flow through the densitometer must
be kept low enough to ensure that the pressure change from the main line is negligi-
ble, but fast enough to represent the changes in gas composition [Tambo and
Seggaard, 1997]. Normally, pressure measurement is not available in the density
transducer [Geach, 1994], [ISO/CD 15970, 1999]. [Geach, 1994] state that “such in-
strumentation should only be used as a last resort where it is not possible to ensure
good pressure equalization with the meter stream”.  Procedures for pressure shift
tests are discussed by [I1SO/CD 15970, 1999], and resorts to overcome the problem of
satisfying pressure and temperature equilibrium are discussed by [Geach, 1994].

From the real gas law, correction for deviation in gas conditions at the densitometer
(in the by-pass line) and at the USM (line conditions) is made according to [ISO,

1999]
_ Td P Zd
P = Py (—T J(_Pd J(—Z J , (2.26)

where

—

gas temperature in the pipe, at the USM location (line conditions) [K],
P - gaspressure in the pipe, at the USM location (line conditions) [baral,

Py - pressure in the density transducer [bara],
Zy - gas compressibility factor for the gasin the density transducer,
Z - gas compressibility factor for the gasin the pipe, at USM location (line

conditions)

For the uncertainty analysis of the densitometer described in Sections 3.2.4, 4.2.4 and
5.7, the following instrumentation is considered:

61 In practice, the densitometer’ s temperature transmitter is usually located in the densitometer, and
the temperature element and transmitter in the densitometer are calibrated together (at the same
time as the densitometer), to minimize the uncertainty of the densitometer’s temperature reading.
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For a densitometer of the by-pass type, only one pressure transmitter is here assumed
to be installed: in the meter run (close to the USM, for measurement of the line pres-
sure P). That is, pressure measurement is not available in the density transducer, i.e.
Pq is not measured. In practice, then, the operator of the metering station typically
assumes that the densitometer pressure is equal to the line pressure, P = P,. How-
ever, there will be an uncertainty associated with that assumption. To account for
this situation, let Py = P + APq4, where 4Py is the relatively small and unknown pres-
sure difference between the line and the densitometer pressures (usually negetive).
APy may be estimated empirically, from pressure shift tests, etc., or just taken as a
“worst case” value. In this description, APy represents the uncertainty of assuming
that Pq = P, cf. Sections 3.2.4 and 4.2.4.62

Two temperature transmitters are assumed to be installed: in the meter run (close to
the USM, for measurement of the line temperature T), and in the density transducer
(for measurement of the temperature at the densitometer, Tg).

In practice, the gas composition is the same at the USM as in the densitometer, and
the pressure deviation is relatively small®3. However, the temperatures in the densi-
tometer and in the line can vary by several °C , so that the gas compressibility factors
in the line and in the densitometer (Z and Zy) can differ significantly. Correction for
deviation in gas compressibility factorsis thus normally made.

Consequently, with negligible loss of accuracy, the expression Eq. (2.26) for instal-
lation correction is here replaced by

— Td 1 Zd
<o Jivan el %) =

62 Note that by one gas USM manufacturer, USMs are available today for which the meter body is
coned towards the ends, i.e. the inner diameter decreases slightly over some centimeters from the
ends towards the metering volume (introduced for flow profile enchancement purposes). The
line pressure P is the pressure in the metering volume. Consequently, if the density sampling
probe islocated in the cone, or outside the cone (outside the meter body), the additional pressure
difference between the line pressure and the pressure at the density sampling point has to be in-
cluded in APy.

63 Tests with densitometers have indicated a pressure difference between the densitometer and the
line of up to 0.02 % of the line pressure [Eide, 2001a], which for a pressure of 100 bar corre-
sponds to 20 mbar. Differences in pressure will have more influence on low pressure systems
than high-pressure systems.
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245 Corrected density

By combining Egs. (2.24)-(2.27), the functional relationship of the corrected density

measurement becomes
_\m) [T—J(#IZ—J (228
Lo Ka ) NTAL*AR, /PN Z
- Z-Cd .

in which all three corrections (the temperature correction, the VOS correction and the
installation correction) are accounted for in a single expression.

P :{pu [1+ K18(Td _Tc)] + K19(Td _Tc}

Note that in Eq. (2.28), the indicated (uncorrected) density o, has been used as the

input quantity related to the densitometer reading instead of the periodic time 7. That
has been done since u( 0, ) is the uncertainty specified by the manufacturer [Solar-

tron, 1999], and not u(7), cf. Sections 3.2.4 and 4.2.4.

Eq. (2.28) isarelatively general functional relationship for on-line installed vibrating
element gas densitometers, cf. e.g. [ISO/CD 15970, 1999], which apply to the Solar-
tron 7812 Gas Density Transducer [Solartron, 1999] (used in the example calcula
tionsin Chapter 4), as well as other densitometers of this typeb4.

2.5  Functional relationship - Pressure measur ement

As described in Section 1.3, the uncertainty of the pressure transmitter can in the
program EMU - USM Fiscal Gas Metering Station be specified at two levels (cf. also
Chapter 5):

(1) “Overall level”: The user gives u( ﬁ’) directly as input to the program. It is
left to the user to calculate and document u,( l5) first. This option is completely

general, and covers any method of obtaining the uncertainty of the pressure
measurementss,

64 Note that alternative (but practically equivalent) formulations of the VOS correction may possi-
bly be used in different densitometers, as mentioned in Section 2.4.3.

65 The“overall level” option may be of interest in several cases, such ase.g.:
+ If the user wantsa“simple” and quick evaluation of the influence of u,(P) on the expanded
uncertainty of the gas metering station,
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(2) “Detailed level”: uc(l5) is calculated in the program, from more basic input

uncertainties for the pressure transmitter, provided by the instrument manufac-
turer and calibration laboratory.

The following discussion concerns the “Detailed level”. It has been found conven-
ient to base the user input to the program on the type of data which are typically
specified for common pressure transmitters used in North Sea fiscal gas metering
stations.

The example pressure transmitter chosen by NFOGM, NPD and CMR [Ref. Group,
2001] to be used in the present Handbook for the uncertainty evaluation example of
Chapter 4 is the Rosemount 3051P Reference Class Pressure Transmitter [Rose-
mount, 2000], cf. Table 2.4 and Fig. 2.6. This transmitter is also chosen for the lay-
out of the presssure transmitter user input to the program EMU - USM Fiscal Gas
Metering Sation. The Rosemount 3051P is a widely used pressure transmitter when
upgrading existing North Sea fiscal gas metering stations and when designing new
metering stations. The pressure transmitter output is normally the overpressure
(gauge pressure), i.e. the pressure relative to the atmospheric pressure [barg].

Fig. 2.6 The Rosemount 3051P Reference Class Pressure Transmitter (example). Published in the
Rosemount Comprehensive Product Catalog, Publication No. 00822-0100-1025 [Rose-
mount, 2000] 0 2000 Rosemount Inc. Used by permission.

M easurement principles of gauge pressure sensors and transmitters are described e.g.
in [1ISO/CD 15970, 1999]. However, as the transmitter is calibrated and given a spe-
cific “accuracy” in the calibration data sheet, no functional relationship is actualy

e Incasetheinput used at the “detailed level” does not fit sufficiently well to the type of input
data/ uncertainties which are relevant for the pressure transmitter at hand.
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2.6

used here for calculation of the uncertainty of the pressure measurements (cf. also
[Dahl et al., 1999]). The functional relationship is only internal to the pressure
transmitter, and the uncertainty due to the functional relationship is included in the
calibrated “accuracy” of the transmitter6.

Functional relationship - Temper ature measur ement

As described in Section 1.3, the uncertainty of the temperature transmitter can in the
program EMU - USM Fiscal Gas Metering Sation be specified at two levels (cf.
also Chapter 5):

(1) “Overall level”: The user gives uc(f) directly as input to the program. It is
left to the user to calculate and document uc('f ) first. This option is completely

general, and covers any method of obtaining the uncertainty of the gas tempera-
ture measurementt’.

(2) “Detailed level”: uc(f) is calculated in the program, from more basic input

uncertainties for the temperature element / transmitter, provided by the instru-
ment manufacturer and calibration laboratory

The following discussion concerns the “Detailed level”. As for the pressure meas-
urement, it has been found convenient to base the user input to the program on the
type of data which are typically specified for common temperature transmitters used
in North Seafiscal gas metering stations.

The temperature loop considered here consists of a Pt 100 or 4-wire RTD element
and a smart temperature transmitter, installed either as two separate devices, or as
one unit [NORSOK, 1998a; 85.2.3.5]. The Pt 100 temperature element is required as
a minimum to be in accordance with EN 60751 tolerance A, cf. Section C.2. By
[NORSOK, 1998a; 85.2.3.5], the temperature transmitter and the Pt 100 element
shall be calibrated as one system (cf. Section 2.1 and Appendix C.2). A 3-wire tem-

66 Cf. the footnote accompanying Eq. (3.11).

67 The“overall level” option may be of interest in several cases, such ase.g.:

e If the user wants a“simple”’ and quick evaluation of the influence of uc('f') on the expanded

uncertainty of the gas metering station,
* Incasetheinput used at the “detailed level” does not fit sufficiently well to the type of input
data/ uncertainties which are relevant for the temperature element / transmitter at hand.
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perature element may be used if the temperature element and transmitter are installed
as one unit, where the Pt 100 element is screwed directly into the transmitter.

The signal is transferred from the temperature transmitter using a HART protocal,
i.e. the“digital accuracy” is used.

The temperature transmitter chosen by NFOGM, NPD and CMR [Ref. Group, 2001]
to be used in the present Handbook for the example uncertainty evaluation of Chap-
ter 4 is the Rosemount 3144 Smart Temperature Transmitter [Rosemount, 2000], cf.
Table 2.4 and Fig. 2.7. The Rosemount 3144 transmitter is widely used in the North
Sea when upgrading existing fiscal gas metering stations and when designing new
metering stations. This transmitter is aso chosen for the layout of the temperature
transmitter user input to the program EMU - USM Fiscal Gas Metering Sation.

Fig. 27 The Rosemount 3144 Temperature Transmitter (example). Published in the Rosemount
Comprehensive Product Catalog, Publication No. 00822-0100-1025 [Rosemount, 2000] O
2000 Rosemount Inc. Used by permission.

The measurement principle and functional relationship of RTDs is described e.g. in
[ISO/CD 15970, 1999]. However, as the element/transmitter is calibrated and given a
specific “accuracy” in the calibration data sheet, no functional relationship is actually
used here for calculation of the uncertainty of the temperature measurements (cf. also
[Dahl et al., 1999]). The functional relationship is only internal to the temperature
element/transmitter, and the uncertainty due to the functional relationship is included
in the calibrated “accuracy” of the el ement/transmitter®s.

68 Cf. the footnote accompanying Eq. (3.12).
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3.

3.1

UNCERTAINTY MODEL OF THE METERING STATION

The present chapter summarizes the uncertainty model of the USM fiscal gas meter-
ing station, as a basis for the uncertainty calculations of Chapter 4, and the Excel
program EMU - USM Fiscal Gas Metering Sation described in Chapter 5. The un-
certainty model is based on the description and functional relationships for the me-
tering station given in Chapter 2. The model is developed in accordance with the
terminology and procedures described in Appendix B.

As outlined in Section 1.4, the detailed mathematical derivation of the uncertainty
model is given in Appendix E. The main expressions of the model are summarized
in the present chapter. That means, - the expressions which are necessary for a full
documentation of the calculations made in the Excel program have been included
here.

The intention has been that the reader should be able to use the present Handbook
without needing to read Appendix E. On the other hand, Appendix E has been in-
cluded as a documentation of the theoretical basis for the uncertainty model, for
completeness and traceability purposes. Hence, definitions introduced in Appendix E
have - when relevant - been included also in the present chapter, to make Chapter 3
self-consistent so that it can be read independently.

The chapter is organized as follows: The expressions for the uncertainty of the USM
fiscal gas metering station are given first, for the four measurands in question, g, , Q,

g, and g, (Section 3.1). Detailed expressions are then given for the gas measure-
ment uncertainties (related to P, T, p, Z/Z, and Hs, Section 3.2), the flow calibration
uncertainties (Section 3.3), the USM field uncertainty (Section 3.4) and the signa
communication and flow computer calculatations (Section 3.5). For convenience, a
summary of the input uncertainties to be specified for the program EMU - USM Fis-
cal Gas Metering Sation isgiven in Section 3.6.

USM gas metering station uncertainty

For USM measurement of natural gas, the basic functional relationships are given by
Egs. (2.9) and (2.2)-(2.4), for the axia volumetric flow rate at line conditions, g, ,

the axial volumetric flow rate at standard reference conditions, Q, the axial mass
flow rate, q,,, and the axial energy flow rate, q,, respectively.
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For these four measurands, the relative expanded uncertainties are given as

U(Aﬁv):kucgdv):quv , (3.2)
qV qV
VQ) - uelQ) e |, (32
Q Q
U(A?qm)= ucgﬁm):qum , (3.3)
O G|
U(Aq(f)=k”fq€)=que , (3.4)
Qe G

respectively, where K is the coverage factor® (cf. Section B.3). Here, E, , E, , E,

and E, are the relative combined standard uncertainties of q,, Q, q,, and g, de-
fined as

JW(Q) g _u(@) g _u(@) g
0

~

Q

respectively. It can be shown (Appendix E) that these may be expressed as

E§V = Eczal + ESSM + E(:20rTm + Eﬁooom (36)
Es =Es+EJ+E;,, +EZ (3.7)
E, =E, +Eg (3.8)
E: =EJ +E3 3.9)

69 In the present Handbook k = 2 is used [NPD, 2001], corresponding to a 95 % confidence level
(approximately) and a normal probability distribution (cf. Section B.3).
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respectively. The varioustermsinvolved in Egs. (3.6)-(3.9) are:

E., =

m
I

flocom

m
1

EZ/ZO

EpE

E, =

S

relative combined standard uncertainty of the estimate g, , related to
flow calibration of the USM.

relative combined standard uncertainty of the estimate g, , related to
field operation of the USM.

= relative standard uncertainty of the estimate G, , due to signal com-

munication between USM field electronics and flow computer (e.g.
use of analog frequency or digital signal output), in flow calibration
and field operation (assembled in on term).

relative standard uncertainty of the estimate q,, due to flow com-
puter calculations, in flow calibration and field operation (assembled
in on term).

relative combined standard uncertainty of the line pressure esti-
mate, P .

relative combined standard uncertainty of the line temperature esti-
mate, T .

relative combined standard uncertainty of the estimate of the com-
pressibility ratio between line and standard reference conditions,
2/z,.

relative combined standard uncertainty of the density estimate, o .

relative standard uncertainty of the superior (gross) calorific value
estimate, H.

Note that Egs. (3.6)-(3.9) as they stand are completely meter independent, and thus
independent of the USM functional relationship (Formulations A, B, C or D, cf. Sec-

tion 2.3.2).

Note also that to obtain Egs. (3.6)-(3.9), the following assumption have been made:

« The deviation factor estimate K

is assumed to be uncorrelated with the other

dev, j

quantities appearing in EqQ. (2.9).
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» Possible correlation between I:IS and Q has been neglected, cf. Sections 2.1.2
and 3.2.5.

As an example, the expanded uncertainty of a USM fiscal gas metering station is
evaluated according to Egs. (3.6)-(3.9) in Section 4.6.

Gas measur ement uncertainties

Gas parameter uncertainties are involved in Eq. (3.7) for E, (involving P, T, Z, and
Zo), Eq. (3.8) for E, (involving p) and Eq. (3.9) for E, (involving Hy).

The relative combined standard uncertainties of these gas parameters are defined as

£ = U(P) £ = U(T) e 2u(2/2y)
P=7 A& J TS = 21z, =7 55
P T Z/z,
s H
E, = u(p) g, =uls) (3.10)
p T A

respectively, where

u,( l5) =  combined standard uncertainty of the line pressure estimate, P.

uc('f') = combined standard uncertainty of the line temperature esti-

mate, T .

uC(Z/ 20 ) = combined standard uncertainty of the estimate of the compressi-
bility ratio between line and standard reference conditions, Z/Z, .

u.(p) =  combined standard uncertainty of the line density estimate, p,
u( |:|S) = standard uncertainty of the superior (gross) calorific value esti-
mate, H .
Pressure measur ement

The combined standard uncertainty of the static gas pressure measurement, u_( ﬁ’),

can be given as input to the program EMU - USM Fiscal Gas Metering Sation at two
levels: “Overdl level” and “Detailed level”, cf. Sections 1.3, 2.5 and 5.4.
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Asthe“Overdl level” is straightforward, only the “Detailed level” is discussed in the
following. The description is similar to that given in [Dahl et al., 1999] (pp. 84-89),
for the static gas pressure measurement. The uncertainty model for the pressure
transmitter is quite general, and applies to e.g. the Rosemount 3051P Pressure
Transmitter, and similar transmitters (cf. Section 2.5).

At the “Detailed level”, u_( P) is assumed to be given as’™

UZ(P) = U2( Pyamaritier )+ U2 (Paasiy )+ U2( Py )+ U? (P )

. . . . (3.12)
+ U2( F)atm ) + u2( I:)vibration )+ u2( Ppower )+ U2( F>mi:at: )

where [Rosemount, 2000]

u( I’:\)transmitter ) = standard uncertainty of the pressure transmitter, including
hysteresis, terminal-based linearity, repeatability and the
standard uncertainty of the pressure calibration laboratory.

u( I5Stability ) = standard uncertainty of the stability of the pressure transmit-
ter, with respect to drift in readings over time.

u( ARF, ) = standard uncertainty due to radio-frequency interference
(RFI) effects on the pressure transmitter.

u( IE’term ) standard uncertainty of the effect of ambient gas temperature
on the pressure transmitter, for change of ambient tempera-
ture relative to the temperature at calibration.

u( Aatm ) = standard uncertainty of the atmospheric pressure, relativeto 1
am. = 1.01325 bar, due to local meteorological effects.

u( I5VibraIion ) =  standard uncertainty due to vibration effects on the pressure
measurement.

u( I5power ) = standard uncertainty due to power supply effects on the pres-
sure transmitter.

u( Am) = standard uncertainty due to other (miscellaneous) effects on

the pressure transmitter, such as mounting effects, etc.

70 Here, the sensitivity coefficients have been assumed to be equal to 1 throughout Eq. (3.11), asa
simplified approach, and in accordance with common company practice [Dahl et al., 1999], [Ref
Group, 2001]. An dternative and more correct approach would have been to start from the
functional relationship of the pressure measurement, and derive the uncertainty model according
to the recommendations of the GUM [1SO, 19954].
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u( I5)needs to be traceable to national and international standards. It is left to the
calibration laboratory and the manufacturer to specify U(P,qui ), U ﬁ’stabi”ty )

U(Pearp )» U(Prsy )y U(Pyyaion ) @d U(P,,., ), and document their traceability. (Cf.
also Table3.1.)

As an example, the uncertainty of the Rosemount 3051P pressure transmitter is
evaluated in Section 4.2.1.

3.2.2 Temperature measurement

The combined standard uncertainty of the temperature measurement, uc('f' ), can be

given as input to the program EMU - USM Fiscal Gas Metering Sation at two lev-
els: “Overal level” and “Detailed level”, cf. Sections 1.3, 2.6 and 5.5.

Asthe“Overdl level” is straightforward, only the “Detailed level” is discussed in the
following. The description is similar to that given in [Dahl et al., 1999] (pp. 79-83).
The uncertainty model for the temperature element/transmitter is quite general, and
applies to e.g. the Rosemount 3144 Temperature Transmitter used with a Pt 100 ele-
ment, and similar transmitters (cf. Section 2.6).

At the “Detailed leve”, uc('f') is assumed to be given as’!

N

UZ(T ) = U (Tuanganan ) + U (Taapansn ) + U (Trer ) + U (T ) + U (T e )

N . . . (3.12)
+u2(Tv )+u2(Tpower )+u2(TcabIe)+u2(Tm'sc)

inbration

where [Rosemount, 2000]

u('IA'e,mram) = standard uncertainty of the temperature element and tem-
perature transmitter, calibrated as a unit.

u(-i:stab,transm ) = standard uncertainty of the stability of the temperature trans-
mitter, with respect to drift in the readings over time.

u('IA'RFI ) = standard uncertainty due to radio-frequency interference

(RFI) effects on the temperature transmitter.

n In accordance with common company practice [Dahl et al., 1999], [Ref Group, 2001], the sensi-
tivity coefficients have been assumed to be equal to 1 throughout Eq. (3.12). Note that thisis a
simplified approach. An aternative and more correct approach would have been to start from the
full functional relationship of the temperature measurement, and derive the uncertainty model ac-
cording to the recommendations of the GUM [1SO, 19953].
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U(Tig ) = standard uncertainty of the effect of temperature on the tem-
perature transmitter, for change of gas temperature relative to
the temperature at calibration.

U(Typaen) =  Standard uncertainty of the stability of the Pt 100 4-wire RTD
temperature element. Instability may relate e.g. to drift dur-
ing operation, as well asinstability and hysteresis effects due
to oxidation and moisture inside the encapsulation, and me-
chanical stress during operation.

U(fvibranon ) =  standard uncertainty due to vibration effects on the tempera-
ture transmitter.

u('IA'power ) = standard uncertainty due to power supply effects on the tem-
perature transmitter.

u('fcab,e) = standard uncertainty of lead resistance effects on the tem-
perature transmitter.

u( Am) = standard uncertainty of other (miscellaneous) effects on the

temperature transmitter.

uc('f') needs to be traceable to national and international standards. It is left to the
calibration laboratory and the manufacturer to specify u(ﬁmtransm ) u(-f-stab,transm )
U(Tegr )y UTiag )+ U T )+ U Tiraion )+ U(Tponer ) @00 U( Ty, ), @l document

their traceability. (Cf. also Table 3.2.)

As an example, the uncertainty of the Rosemount 3144 temperature transmitter used
with a Pt 100 element is evaluated in Section 4.2.2.

Gas compressibility factors Z and Z

For natural gas, empirical equations of state can be used to calculate Z and Zy, i.e. the
gas compressibility factor at line and standard reference conditions, respectively, cf.
Table 2.1. Input to these equations are e.g. pressure, temperature and gas composi-
tion. Various equations of state are available for such calculations, such as the AGA-
8 (92) equation [AGA-8, 1994] and the GERG / I1SO method [ISO 12213-3, 1997].
In the program EMU - USM Fiscal Gas Metering Sation, Z and Z; are given manu-
aly.
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For each of the estimates Z and 20, two kinds of uncertainties are accounted for

here (cf. e.g. [Tambo and Sggaard, 1997]): the model uncertainty (i.e. the uncertainty
of the model (equation of state) used for calculation of Z and Z,), and the analysis

uncertainty (due to the inaccurate determination of the gas composition). For con-
version of g, to Q according to Eq. (2.2), the model uncertainties are assumed to be
mutually uncorrelated’2, whereas the analysis uncertainties act as systematic effects,
and are taken to be mutually correlated. That means,

EZZ/ZQ = EZz,mod + Ego,mod + (Ez,ana - EZO,ana)2 ’ (313)

where

E, g = relative standard uncertainty of the estimate Z due to mode!
uncertainty (the uncertainty of the equation of state itself, and
the uncertainty of the “basic data” underlying the equation of
state),

relative standard uncertainty of the esti mateZ0 due to model
uncertainty (the uncertainty of the equation of state itself, and
the uncertainty of the “basic data” underlying the equation of
state),

EZO,mod

relative standard uncertainty of the estimateZ dueto analysis
uncertainty (measurement uncertainty of the gas chromato-
graph used to determine the line gas composition, and varia-
tion in gas composition),

m
I

Z,ana —

72

In the derivation of Eq. (3.13), the model uncertainties of the Z-factor estimates Z and 20 have
been assumed to be uncorrelated.

If Z iscalculated from the AGA-8 (92) equation [AGA-8, 1994] or the ISO / GERG
method [ISO 12213-3, 1997], and 20 is calculated from 1SO 6976 [ISO, 1995¢] (as is often
made), thisis clearly areasonable and valid approach.

If Z and 20 are estimated using the same equation of state (such as e.g. the AGA-8
(92) equation or the 1SO 12213-3 method), some comments should be given.

The argumentation is then as follows: In many cases Z and 20 relate to highly differ-

ent pressures.  Since the equation of state is empirical, it may not be correct to assume that the er-
ror of the equation is systematic over the complete pressure range (e.g.: the error may be positive

at one pressure, and negative at another pressure). That means, Z (at high pressure) and 20 (at
1 atm.) are not necessarily correlated. A similar argumentation applies if the line temperature is
significantly different from 15 °C. As a conservative approach thus, Z and Z, are here treated

as being uncorrelated.

However, this choice may be questionable, especially in cases where the USM is oper-
ated close to standard reference conditions (close to 1 atm. and 15 °C). That means, in a P-T
range so narrow that the error of the equation may possibly be expected to be more systematic.

Insuch cases E,, z, May possibly be overestimated by using Eq. (3.13).
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E oma = relative standard uncertainty of the esti matei0 due to analy-
Sis uncertainty (measurement uncertainty of the gas chro-
matograph used to determine the gas composition, and varia-
tion in gas composition),

Model uncertainties

For the AGA-8 (1992) equation of state [AGA-8, 1994], the relative model uncer-
tainty of the Z-factor calculations have been specified to, cf. Fig. 3.1:

« 0.1%intherange P =0-120 bar and T = 265-335 K (-8 to +62 °C),

e 0.3%intherange P = 0-172 bar and T = 213-393 K (-60 to +120 °C),

+ 0.5%intherange P = 0-700 bar and T = 143-473 K (-130 to +200 °C),
« 1.0%intherange P = 0-1400 bar and T = 143-473 K (-130 to +200 °C).

For input of the relative standard uncertainties E, , , and E,, . in the program

EMU - USM Fiscal Gas Metering Sation, the user of the program has four choices:

Option (1): E, . and E,, . aregivendirectly asinput to the program,
Option (2): E, . is automaticaly determined from uncertainties specified in

[AGA-8, 1994],
Option (3): E,y IS automatically determined from uncertainties specified in

[AGA-8, 1994], or
Option (4): E,q g IS automatically determined from uncertainties specified in 1ISO

6976 [1SO, 1995¢].
Option (1) is straigthforward, so only Options (2)-(4) are discussed in the following.

In Options (2) or (3),E, g OF E,q .0 are calculated from uncertainties specified for

the AGA-8 (92) equation of state [AGA-8, 1994], by assuming that the expanded un-
certainties specified in the AGA-8 report refer to a Type A evaluation of uncertainty,
a 95 % level of confidence and a normal probability distribution (k = 2, cf. Section
B.3). That means:

* E, oq =0.1%/2=5.0010" = 0.05%, in the range 0-120 bar and -8 to +62 °C,
* E, noq =0.3%/2=15010" = 0.15%, in the range 0-172 bar and -60 to +120 °C,
* E, noq =0.5%/2=25010" =0.25%, in the range 0-700 bar -130 to +200 °C,
- E =1.0%/2 =500 = 0.5%, in the range 0-1400 bar and -130 to +200 °C.
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3.2.3.2
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Fig. 3.1 Targeted uncertainty for natural gas compressibility factors using the detail characterization
method. Copied from the AGA Report No. 8, Compressibility Factors of Natural Gas and
Other Related Hydrocarbon Gases [AGA-8, 1994], with the permission of the copyright
holder, American Gas Association.

At standard reference conditions, ISO 6976 can be used for calculation of 20 (Op-
tion 4). The contributions to E,, ., are then 0.05 % (basic data) and 0.015 %
(equation of state) [I1SO, 1995c¢], [Sakariassen, 2001]. By assuming a 100 % level of
confidence and a rectangular probability distribution (k = +/3, cf. Section B.3), this
yields Eq 0 = /0.05% +0.015% %/~/3 = 0.0522%/-/3 = 0.030 %.

Analysis uncertainties

With respect to the uncertainty contributions Ez ana and Ezpana , both of these are to
be entered manually by the user of the program. The suggested method for estab-
lishing these input uncertainty contributions involves numerical analysis (Monte
Carlo type of simulations). Based on knowledge of the metering station, variation
limits can be established for each of the gas components as input to the Monte Carlo
simulations.

Such limits must take into account the uncertainty of the GC - measurement and the
natural variations of the gas composition (at least when an online GC is not used).
Next, a number of gas compositions within such variation limits for each gas com-
ponent can then be established (where of course the sum of the gas components
must add up to 100 %), and the Z-factor is calculated for each of these gas composi-
tions. The spread of the Z-factors (for example the standard deviation) calculated in
this way, will give information about the analysis uncertainty. This method is used
in Section 4.2.3. Ideally, a large number of gas compositions generated randomly
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within the limits of each gas component, should be used in this calculation. In prac-
tice, however, a smaller number (less than 10) will often provide useful information
about the analysis uncertainty.

Other (less precise) methods may also be used, e.g based on the decision of the un-
certainty of the molecular weight [ Sakariassen, 2001].

Density measur ement

The relative combined standard uncertainty of the gas density measurement, E,, can

be given as input to the program EMU - USM Fiscal Gas Metering Station at two
levels: “Overdl level” and “Detailed level”, cf. Sections 1.3, 2.4 and 5.7.

Asthe“Overall level” is straightforward, only the “Detailed level” is discussed in the
following. The uncertainty model for the gas densitometer is quite general, and
should apply to any on-line installed vibrating-element densitometer, such as e.g. the
Solartron 7812 gas density transducer (cf. Section 2.4)73. It represents an extension
of the uncertainty model for gas densitometers presented by [Tambo and Sggaard,
1997].

At the “Detailed level”, the relative combined standard uncertainty E, is given as
(cf. Appendix G)

US(Z)) = Sf)uuz(lbu )+u2(lbrept )+ SEIUE(T)-F S;ZJ,Tduz(Td )+ S;ZJ,TCUZ(TC )
+52, UA(Ky )+ 82, UP(F)+s2 u(&,)+s2, u(Ey) (3.14)

+ S;z),APduz(Aﬁ)d )+ S;,Pucz( |5) + uz(lbtemp )+ uz(lbmisc )

where
u(p,) = standard uncertainty of the indicated (uncorrected) density esti-
mate, p,, including the calibration laboratory uncertainty, the
reading error during calibration, and hysteresis,
u( ,brept ) =  standard uncertainty of the repeatability of the indicated (uncor-

rected) density estimate, p,,

73 The extension of the present densitometer uncertainty model in relation to the model presented in

[Tambo and Seggaard, 1997, Annex 2 and 3], relates mainly to the more detailed approach which
has been used here with respect to the temperature, VOS and installation corrections. Here, the
uncertainty model includes sensitivity coefficients derived from the function relationship, Eq.
(2.28), instead of taking them to be equal to 1.
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u('IA'd ) = standard uncertainty of the gas temperature estimate in the den-
sitometer, T, ,

u('IA'C ) = standard uncertainty of the densitometer calibration temperature
estimate, T,

u( Rd) = standard uncertainty of the VOS correction densitometer con-
stant estimate, K,

u(c,) = standard uncertainty of the calibration gas VOS estimate, C_,

u(c,) = standard uncertainty of the densitometer gas VOS estimate, C, ,

u(t) = standard uncertainty of the periodic time estimate, 7,

u( Alsd ) = standard uncertainty of assuming that I5d: P, due to possible
deviation of gas pressure from densitometer to line conditions,

u( ,btemp ) =  standard uncertainty of the temperature correction factor for the
density estimate, p (represents the model uncertainty of the
temperature correction model used, Eq. (2.24)).

U( P ) =  standard uncertainty of the indicated (uncorrected) density esti-

mate, p,, accounting for miscellaneous uncertainty contribu-
tions’4, such as due to:

- stability (drift, shift between calibrations’®),

- reading error during measurement (for digital display instru-
ments) 76,

- possible deposits on the vibrating element,

- possible corrosion of the vibrating element,

- possible liquid condensation on the vibrating element,

74

75

76

In accordance with common company practice [Dahl et al., 1999], [Ref Group, 2001], various
“miscellaneous uncertainty contributions’ listed in the text have been accounted for in the un-
certainty model (Eq. (3.14) by a“lumped” term, u( o, ), with aweight (sensitivity coefficient)
equal to one. Note that thisis a simplified approach. An alternative and more correct approach
would have been to start from the full functional relationship of the uncorrected density meas-
urement o, , Eq. (2.23), and derive the influences of such miscellaneous uncertainty contributions
on the total uncertainty according to the recommendations of the GUM [I1SO, 19954, i.e. with
derived sensitivity coefficients.

For guidelines with respect to uncertainty evaluation of shift between calibrations, cf. [Tambo
and Sggaard, 1997, Annex 2].

For guidelines with respect to uncertainty evaluation of reading error during measurement, cf.
[Tambo and Sggaard, 1997, Annex 2].
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- mechanical (structural) vibrations on the gas line,

- variationsin power supply,

- sdf-induced heat,

- flow in the bypass density line,

- possible gas viscosity effects,

- neglecting possible pressure dependency in the regression
curve, Eq. (2.23),

- model uncertainty of the VOS correction model, Eg. (2.25).

In this model, the estimates T, fd and fc are assumed to be uncorrelated (since ran-

dom effects contribute significantly to the uncertainty of the temperature measure-
ment, cf. Table 4.8 and Fig. 5.22), and so are also the estimates P and 4P, .

The sensitivity coefficients appearing in Eg. (3.14) are defined as (cf. Appendix G)

,2)[1+ ng(f_‘j —fc )J

S, === = = e, (3.15a)
pu|_1+ KlS(Td _Tc )]+ Kl9(Td _Tc)
S,r = -% (3.15h)
s,5 =|1+ [puK18+K19 P (3.150)
E pul1+K18(T —T,)|+ Ky (T = T.) | T,
s . = [pu K18 + K19 E (3.15d)
o B R (T T+ Ko (T -T) [T
S 2K2 - —= 2K, ib (3.15¢)
ok | RZ4(16, )7 RZ+(76y) Ky
2K 2 2K2  |p
S T T e e e | (3.15f)
Kg+(TC, ) Kg+(icy)* [T
S, =~ Lﬁ S, - K P (3.159)
o K2Z+(R,)%E OKg +(Te,)? Ty
P _ AP D
S =—= —, S o == — =, 3.15h
PR P+ AP, °P P+4AP, P ( )
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respectively.

u.( ) needs to be traceable to national and international standards. It is left to the
calibration laboratory and the manufacturer to specify u(o, ), U( D ). u(fC ),
u(fote,m), u(7) and u(IZd ), and document their traceability, cf. Table 3.4. It isleft
to the user of the program EMU - USM fiscal Gas AMetering Sation to specify
u(c,), u(c, ), u(4rP,) and u( P, )- U.(T) and u (T, ) arein the program set to
be equal and are given by Eq. (3.12). u_( I5) isgiven by Eq. (3.11).

In [Tambo and Sggaard, 1997, Annex 2 and 3], u( brept ) isreferred to as “the stan-

dard uncertainty of type A component”, to be obtained by determining the density (at
stable conditions) at least 10 times and deriving the standard deviation of the mean.

With respect to u(&, ), there are (as described in Section 2.4.3) at least two methods

in use today to obtain the VOS at the density transducer, cq: the “USM method” and
the “pressure/density method”. For the “USM method”, there are basically two con-
tributions to the uncertainty of cq: (1) the uncertainty of the USM measurement of the
line VOS, and (2) the deviation of the line VOS from the VOS at the densitometer.
For the “pressure/density method”, the uncertainty of cq is to be calculated from the

expressions used to calculate ¢q and the input uncertainties to these. Evaluation of
u(c, ) according to these (or other) methods is not a part of the present Handbook, -

u(c, ) isto be calculated and given by the user of the program. In this approach, the

uncertainty model is independent of the particular method used to estimate cq in the
metering station.

Note that the uncertainty of the Z-factor correction part of the installation correction
described in Section 2.4.4, u(Z, /Z ), isnegligible (Appendix G), and has thus been

neglected here.

As an example of density uncertainty evaluation, the Solartron 7812 Gas Density
Transducer is evauated in Section 4.2.4.

Calorific value

As described in Section 2.1, the calorific value is usually either (1) calculated from
the gas composition measured using GC analysis, or (2) measured directly by com-
bustion (using a calorimeter), cf. Table 2.3 ([NPD, 2001], Section C.1).
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In the first case, 1ISO 6976 is used [1SO, 1995c¢], and uncertainties in the calorific
value can be due to uncertainties in the gas composition and model uncertainties of
the 1SO 6976 procedure. In the second case, the uncertainties of the actual calorime-
ter and measurement method will contribute.

In the present Handbook no detailed analysis is carried out for the relative standard
uncertainty of the calorific value, E,, . Such an analysis would be outside the scope

of work for the Handbook [Lunde, 2000], [Ref Group, 2001]. The user of the pro-
gram is to specify the relative standard uncertainty E,, directly as input to the pro-

gram (i.e. at the “overall level™), cf. Table 1.5 and Section 5.8.

Further, as a simplification, it has been assumed that the uncertainty of the calorific
value estimate, H, is uncorrellated to the uncertainty of the volumetric flow rate at

standard reference conditions, Q cf. Eg. (3.9). As the conversion from line condi-
tions to standard reference conditions for the volumetric flow is assumed here to be
carried out using a gas chromatograph (calculation of Z and Z,, cf. Table 2.1), the
calorific value is thus implicitly assumed to be measured using a method which is
uncorrelated with gas chromatography (such as e.g. a calorimeter), cf. a footnote ac-
companying Eqg. (2.4), and Table 2.3 (method 5).

Flow calibration uncertainty

The relative combined standard uncertainty of the flow calibration which appearsin
Eq. (3.6) isgiven as (cf. Appendix E)

Ea =B, *Ec. *Eauls (3.16)
where
E,, = relative standard uncertainty of the reference measurement, O » &
test flow rate no. j, j = 1, ..., M (representing the uncertainty of the
flow calibration laboratory, including reproducability),
E,, = relativestandard uncertainty of the deviation factor estimate, K dev,j o
E.x; = repeatability (relative standard uncertainty, i.e. relative standard de-

viation) of the USM flow calibration measurement (volumetric flow
rate), at test flow rate no. j, j = 1, ..., M (due to random transit time
effects on the N acoustic paths of the USM, including repeatability of
the flow laboratory reference measurement).
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The relative standard uncertainties in question here are defined as

_ U( O ; ) E _ U(Kgej ) E _ u(God ;) (3.17)
et A ! Koevj — ~ ' rept,j — |~ ) .
! qref,j‘ Kde\/,j‘ ! USM,j‘

respectively, where

u(Q,4 ;) = standard uncertainty of the reference measurement, @, ; , at test
flow rate no. j, ] = 1, ..., M (representing the uncertainty of the
flow calibration laboratory, including reproducability),

u(K,, ) = standard uncertainty of the deviation factor estimate, K

dev, j dev,j

u( o', ;) = repeatability (standard uncertainty, i.e. standard deviation) of the
USM flow calibration measurement (volumetric flow rate), at test
flow rate no. j,j =1, ..., M (due to random transit time effects on
the N acoustic paths of the USM, including repeatability of the
flow laboratory reference measurement).

Asan example, E_, isevaluated in Section 4.3.4.

Flow calibration laboratory

The relative standard uncertainty of the flow calibration laboratory, SR will serve

as an input uncertainty to the program EMU - USM Fiscal Gas Metering Station, and
isto be given by the program user, cf. Sections 4.3.1 and 5.9, and Table 3.6.

It is left to the flow calibration laboratory to specify E, J_ and document its trace-
ability to nationa and international standards. As an example, Eq. | isdiscussed in

Section 4.3.1.

Deviation factor

With respect to the deviation factor Kgeyj, the task here is the following: For a given
correction factor, K, and after correction of the USM measurement data using K (cf.
Section 2.2 and Fig. 2.1), the uncertainty of the resulting deviation curve is to be de-
termined.

This uncertainty is the standard uncertainty of the deviation factor, u( Rdev,j ). ltis

calculated by the program EMU - USM Fiscal Gas Metering Sation on basis of the
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deviation data Dev,. ;,j = 1, ..., M (cf. Eq. (2.10)), at the M test flow rates for which

flow calibration has been made (“calibration points’), cf. Sections 4.3.2 and 5.9, and
Table 3.6.
) is determined by the “span” of the deviation factor K

u( Rdw' j which ranges

from1to Dev.;, cf. Eq. (2.11). By assuming a Type A uncertainty, a 100 % confi-

dev,j !

dence level and a rectangular probability distribution within the range + Dev. ; (k =

/3, cf. Section B.3), the standard uncertainty and the relative standard uncertainty
of the deviation factor are here calculated as

G =1, ..M, 3.18
z j (3.18)

dev,j

respectively. It is left to the USM manufacturer to specify and document the devia-
tion data Dev, ;,j =1, ..., M, at the M test flow rates, cf. Tables4.12and 6.4. As

anexample, E,  isevaluated in Section 4.3.2.

3.3.3 USM repeatability in flow calibration

The relative combined standard uncertainty of the USM repeatability in flow calibra-

tion, at test flow rate no. j, E, ;, will serve as an input uncertainty to the program

EMU - USM Fiscal Gas Metering Sation, and is to be given by the program user, cf.
Sections 4.3.3 and 5.9, and Table 3.6.

Note that in the uncertainty model of the USM gas metering station, the repeatability

in flow calibration and in field operation have both been accounted for, by different

symbols, E,; and E,, respectively (cf. above and Section 3.4). The two uncor-

rept !
related repeatability terms are not assembled into one term, since in genera they may
account for different effects and therefore may be different in magnitude, as ex-

plained in the following: The repeatability in flow calibration, E, ;, accounts for

random transit time effects on the N acoustic paths of the USM in flow calibration
(standard deviation of the spread), and the repeatability of the flow laboratory itself,
cf. Table 1.2. The repeatability in field operation, E,, , accounts for random transit
time effects on the N acoustic paths of the USM in field operation (standard devia-
tion of the spread), which may also include effects not present in flow calibration,
such as incoherent noise from pressure reduction valves (PRV noise), etc., cf. Table

14.
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It isleft to the USM manufacturer to specify and document E cf. Table 6.4. As

is discussed in Section 4.3.3.

rept,j

anexample, E, ;

USM field uncertainty

The relative combined standard uncertainty of the USM in field operation, appearing
in EQ. (3.6), isgiven as (cf. Appendix E)

ESSM = Erzept + ESSM A + Erfnsc ’ (319)
where
Ex = repeatability (relative standard uncertainty, i.e. relative standard de-

viation) of the USM measurement in field operation, G, , at the flow
rate in question (due to random transit time effects on the N acoustic
paths),

Euan 4 = relative combined standard uncertainty of the estimate g, , related to
field operation of the USM (due to change of conditions from flow
calibration to field operation),

E.,. = relative standard uncertainty of miscellaneous effects on the USM
field measurement q,, which are not eliminated by flow calibration,
and which are not covered by other uncertainty terms accounted for
here (e.g. inaccuracy of the USM functional relationship (the under-
laying mathematical model), etc.).

The subscript “4” used in Eg. (3.19) (and elsewhere) denotes that only deviations
relative to the conditions at the flow calibration are to be accounted for in the ex-
pressions involving this subscript. That means, uncertainty contributions which are
practically eliminated at flow calibration, are not to be included in these expressions.

Theterm E,q, , isfurther given as(cf. Appendix E)

ESSM A = Etfody,A + E2 + E|2,A ’ (320)

time,A

where

Epys = relative combined standard uncertainty of the estimate @, , due to
possible uncorrected change of the USM meter body dimensions
from flow calibration to field operation. That is, uncertainty of the
meter body inner radius, R, the lateral chord positions of the N
acoustic paths, y,, and the inclination angles of the N acoustic paths,
¢,i=1, ..., N, caused by possible deviation in pressure and/or tem-
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perature between flow calibration and field operation. Only those
systematic meter body effects which are not corrected for in the
USM or not eliminated by flow calibration are to be accounted for in

Ebody,A '

Eimes = relative combined standard uncertainty of the estimate §,, due to
possible uncorrected systematic effects on the transit times of the N
acoustic paths, t;, and t,, i =1, ..., N, caused e.g. by possible de-
viation in conditions from flow calibration to field operation (P, T,
transducer deposits, transducer ageing, etc). Only those systematic
transit time effects which are not corrected for in the USM or not
eliminated by flow calibration are to be accounted for in E;, , .

E , = relative standard uncertainty of the USM integration method due to
possible change of installation conditions from flow calibration to
field operation.

Note that Egs. (3.19)-(3.20) as they stand here are completely meter independent, and
thus independent of the choice of USM functional relationship (Formulations A, B,
Cor D, cf. Section 2.3.2).

The following subsections address in more detail the contributions to the USM meter
body uncertainty (Section 3.4.1), the USM transit time uncertainties (Section 3.4.2),
and the USM integration method uncertainty (accounting for installation condition
effects) (Section 3.4.3).

Asan example, E q, isevaluatedin Section 4.4.6.

USM meter body uncertainty

The relative combined standard uncertainty related to meter body dimensional
changes which appearsin Eq. (3.20), is given as (cf. Appendix E)

Ebody,A = Erad,A + Echord,A +E (321)

angle,A

where

E.a, = relaivecombined standard uncertainty of the estimate g, , due to un-
certainty of the meter body inner radius, R, caused by possible de-
viation in pressure and/or temperature between flow calibration and
field operation.

Eora s = relative combined standard uncertainty of the estimate @, , due to un-
certainty of the lateral chord positions of the N acoustic paths, Y, , i =



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 85

1, ..., N, caused by possible deviation in pressure and/or temperature
between flow calibration and field operation.

= relative combined standard uncertainty of the estimate @, , due to un-
certainty of the inclination angles of the N acoustic paths, ¢, i = 1,
..., N, caused by possible deviation in pressure and/or temperature
between flow calibration and field operation.

E

angle, A

These relative combined standard uncertainties are defined as (cf. Appendix E)

Erad,A = S’;?ER,A ’ (322)
N - ~ *

Ecrorda = Z sign(y; )s,Eyis | (3.23)
i=1
N . -~ *

Eangle,A = Z Slgn( ¢| )S¢i E(a A ' (324)
i=1

respectively, where
Eq, = relative combined standard uncertainty of the meter body inner ra-

dius,R, due to possible deviation in pressure and/or temperature
between flow calibration and field operation.

E,, = relative combined standard uncertainty of the latera chord position
of acoustic path no. i, y,, due to possible deviation in pressure
and/or temperature between flow calibration and field operation.

E,, = relative combined standard uncertainty of the inclination angle of

acoustic path no. i, y,, due to possible deviation in pressure and/or
temperature between flow calibration and field operation.

Here, s;,s, and s; are the relative (non-dimensional) sensitivity coefficients for the
sensitivity of the estimate q,q, to the input estimates ﬁe,yi and gAal respectively,
givenas[Lundeet al., 1997; 2000a]

. 1MA 1
S ==Y Q2+ — |, (3.25)
= ( - /R)J
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A

G 24
@tanz&),’

(3.27)

i =

respectively, where for convenience in notation, the definititions

ZN: I ’ Q 7200]R2 PT Z W (Nreﬂl :’I\')A\/ - y| ( 2i ) ’ (328)

= PTZ i,

Q

have been used.

is for convenience set equal to (calculated as) the weight factor of path no. i, wi,
without much loss of generality. For the uniform flow velocity profile thisis an exact
identity, whereas for more realistic (non-uniform) profiles it represents an approxi-
mation.

The subscript “A” used in Egs. (3.22)-(3.24) denotes that only deviations relative to
the conditions at the flow calibration (with respect to pressure and temperature) are
to be accounted for in these expressions. That means, uncertainty contributions such
as measurement uncertainties of Ii’o Yy, and &1,0, i =1, ..., N, and out-of-roundness
of ﬁ%o are eliminated at flow calibration (cf. Table 1.4), and are not to be included in

these expressions.  The main contributionsto E, 4, Ey,q4 ad E are thus

angle,4
due to possible change of pressure and temperature from flow calibration conditions
to field operation (line) conditions.

Consequently, the relative uncertainty terms involved at the right-hand side of Egs.
(3.22)-(3.24) aregiven as[Lunde et al., 1997; 2000a]

£2, =L +EZ, | 329

£, =L +EL |, 330

£, =N | (3.31)
' 29,

respectively, where the definitions
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uy(Ky )

~

u.(K;)

Eve kp

(3.32)

) Exr

T

have been used and

U.(Kp) = combined standard uncertainty of the estimate of the radial pres-
sure correction factor for the USM meter body, K.,

u.(K;) = combined standard uncertainty of the estimate of the radial tem-
erature correction factor for the USM meter body, K .

These uncertainty contributions are evaluated in the following.

M eter body pressur e effects

For deviation in gas pressure between line and flow calibration conditions, the radial
pressure correction factor for the USM meter body is given from Eq. (2.17) as

K, =1+pB4P,, M, =P-P,, (3.33)

where Py isthe gas pressure at flow calibration conditions. From Eq. (3.33) one has
UZ(Kp) = (4R, Y'UP(B)+ Bul(4Py) (3.34)

where

u(B) =  standard uncertainty of the estimate of the coefficient of linear
pressure expansion for the meter body material, £. Thisincludes
propagation of uncertainties of the input quantities to the £ model
used (e.g. Eq. (2.19)), and the uncertainty of the S model itself (cf.
Table 2.6).

u,( Al5ca, ) =combined standard uncertainty of the estimate of the difference in
gas pressure between line and flow calibration conditions, AP, .

For calculation of uC(AI5CaJ ), two options need to be discussed:

(1) Meter body pressure correction not used. In situations where no pressure cor-
rection of the dimensional quantities of the meter body (R, yi, @ L and x) is used
by the the USM manufacturer, u (4P, ) is determined by the “span” of the

pressure difference, equal to AI5CaJ . By assuming a Type B uncertainty, a 100 %

confidence level and a rectangular probability distribution within the range
+4P,, (k= +/3, cf. Section B.3), the standard uncertainty of the pressure differ-

enceisthus calculated as
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AP,

V3

(2) Meter body pressure correction is used. In situations where pressure correc-
tion of the dimensional quantities of the meter body (R, yi, @ Li and X)) is used by
the USM manufacturer, u (4P, ) is determined by the measurement uncer-

u, (4P, )= (3.35)

tainty of the pressure difference estimate Al5ca, itself, given as
UZ (4P, ) =UZ(P)+UZ(Py ) = 2uZ(P) . (3.36)

where the pressure measurements in the field and at the flow calibration have
been assumed to be uncorrelated, and their combined standard uncertainties ap-
proximately equal. u.(P) isgiven by Eqg. (3.11).

Meter body temper atur e effects

For deviation in gas temperature between line and flow calibration conditions, the
radial temperature correction factor of the USM meter body is given from Eqg. (2.16)
as

K, =1+adT,,, AT, =T-T,, (3.37)

where T¢y iSthe gas temperature at flow calibration conditions. Eqg. (3.37) yields
UZ(Ky ) = (4T, )P u?(@) +a*ul(4T, ) (3.39)

where

u(a) = standard uncertainty of the estimate of the coefficient of linear
temperature expansion for the meter body material, o .

uC(A'fca, ) = combined standard uncertainty of the estimate of the differencein
gas temperature between line and flow calibration conditions,
AT, .

For calculation of uC(Afcad ), two options need to be discussed:

(1) Meter body temperature correction not used. In sSituations where no tem-
perature correction of the dimensional quantities of the meter body (R, vi, @ L;
and x;) is used by the the USM manufacturer, u (AT, ) is determined by the

“gpan” of the temperature difference, equal to Afca, . By assuming a Type B un-

certainty, a 100 % confidence level and a rectangular probability distribution
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within the range iAfca, (k = +/3, cf. Section B.3), the standard uncertainty of

the temperature differenceis calculated as

u (AT, )="—21 (3.39)

(2) Meter body temperature correction is used. In situations where temperature
correction of the dimensional quantities of the meter body (R, yi, @ Li and X) is
used by the USM manufacturer, u_ (4T, ) is determined by the measurement

uncertainty of the temperature difference esti mateAfCaJ itself, given as
U2 (ATey ) = U(T)+ 2 (T ) = 20(T) - (3.40)

where the temperature measurements in the field and at the flow calibration have
been assumed to be uncorrelated, and their combined standard uncertainties ap-
proximately equal. u.(T) isgiven by Eqg. (3.12).

In the Excel program EMU - USM Fiscal Gas Metering Sation, the user specifiesthe
relative standard uncertainties u(a)/|a| and u( B)/ ‘ ,23‘ and has the choice between

the two Options (1) and (2) for calculation of u (AT, ) and u (4P, ). The USM

manufacturer must specify whether temperature and pressure correction are made or
not.

As an example, the meter body uncertainty is evaluated in Section 4.4.2.

USM transit time uncertainties

Uncertainties related to transit times measured by the USM are involved in Egs.
(3.19) and (3.20). These are the relative combined standard uncertainties related to

random transit time effects (representing the USM repeatability in field operation),

E, o » @nd to systematic transit time effects (representing those parts of the systematic

change of transit times from flow calibration to line conditions which are not cor-
rected for inthe USM), E given as (cf. Appendix E)

time,4 !

N
B =2D (SwBuiy )’ | (3.41)
i=1
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(3.42)

N
Eunes = (S4ES ¢ +SHELC)
i=1

respectively, where

E.u = relaive standard uncertainty of those contributions to the transit time
estimates t, and t, which are uncorrelated with respect to upstream
and downstream propagation, such as turbulence, noise (coherent
and incoherent), finite clock resolution, electronics stability (possible
random effects), possible random effects in signal detec-
tion/processing (e.g. erronous signal period identification), and
power supply variations.

Ejc = relatve standard uncertainty of uncorrected systematic transit time
effects on upstream propagation of acoustic path no. i, t;,, due to
possible deviation in pressure and/or temperature between flow cali-
bration and field operation.

Edic relative standard uncertainty of uncorrected systematic transit time

effects on downstream propagation of acoustic path no. i, t,, , dueto
possible deviation in pressure and/or temperature between flow cali-
bration and field operation.
Here, s, and s, are the relative (non-dimensional) sensitivity coefficients for the
sensitivity of the estimate Q to the input estimates t,, and {,,, respectively, given as
[Lunde et al., 1997; 2000a] (cf. Appendix E)

Q i

Sy = (3.43)
' Q t; —t,
S B T (3.44)
‘Q‘ t;, —ty

respectively. The coefficients s, and s, have opposite sign and are aimost equal

in magnitude, but not exactly equal, which is important especially for the magnitude
of theterm E;, , given by Eq. (3.42).

34.21  USM repeatability in field operation (random transit time effects)
The relative combined standard uncertainty related to random transit time effects,
representing the USM repeatability in field operation, is given by Eq. (3.41). Here,
the definition
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_ u(’t‘lriandom )

Euiv = (3.45)
ty

has been used (cf. Appendix E), where

u(t;> ™) = standard uncertainty (i.e. standard deviation) due to in-field ran-
dom effects on the transit time t,; (and t, ), a a specific flow
rate, and after possible time averaging (representing the repeat-
ability of the transit times), such as (cf. Table 1.4):

» Turbulence effects (from temperature and velocity fluctuations, especialy at
high flow velocities).

* Incoherent noise (from pressure reduction valves (PRV), electromagnetic
noise (RFI), pipe vibrations, etc.).

» Coherent noise (from acoustic cross-talk (through meter body), electromag-
netic cross-talk, acoustic reflections in meter body, possible other acoustic
interference, etc.).

» Finite clock resolution.

» Electronics stability (possible random effects).

» Possible random effects in signal detection/processing (e.g. randomly oc-
curing erronous signal period identification, giving alternating measured
transit times over the time averaging period, by one or several half periods),
Such random effects could occur in case of e.g. (1) insufficiently robust sig-
nal detection solution, and (2) noise and turbulence influence.

» Power supply variations.

random

Such effects are typically uncorrelated, and will contribute to u(t; ) by a root-

sum-sguare calculation (if that needs to be calculated). In practice, at a given flow
rate, u(t,"™") may be taken as the standard uncertainty of the spread of transit

times.

Note that in the uncertainty model of the USM gas metering station, the repeatability
in flow calibration and in field operation have both been accounted for, by different
symbols, E and E respectively. This is motivated as described in Section

3.3.3.

rept,j rept

For user input / calculation of E user input at different levels may be convenient

rept

and useful. Two options are discussed:

(1) Specification of E, directly. In this case the relative standard uncertainty of

the repeatability of the in-field USM flow rate reading (E,, ) is given directly,
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from information specified by the USM manufacturer. Egs. (3.41) and (3.45) are
not used in this case.

(2) Specification of u(t;*®™), and calculation of E e - In this case the repeat-
ability of the transit times of the in-field USM flow rate reading (u(t;>™™)) is

given, from information which may preferably be specified by the USM manu-
facturer’’. E,_, isthen calculated using Egs. (3.41), (3.43) and (3.45).

rept

In this context, it should be noted that in case of option (1), i.e. if E,, istheinput

rept

uncertainty specified, and if E _, isgiven to be constant over the flow velocity range

rept
(as arelevant example, on basis of USM manufacturer information provided today,
cf. Table 6.1), this will give a uncertainty contribution to the USM measurement
from the USM repeatability which is constant over the flow velocity range. This re-
sult issimplified, and may be incorrect.

On the other hand, in case of option (2), i.e. if u(t;**™) is the input specified, the

situation is more complex. Inthe lower end of the flow rate range, turbulence effects
may be small, so that u(t;*®™) is normally dominated by the background noise
and/or time detection uncertainties, which are relatively constant with respect to flow
rate. At lower flow rates, thus, this will give an uncertainty contribution to the USM
measurement (E,,, ) which increases at low velocities, due to the increasing relative

sensitivity coefficient s, , cf. Eq. (3.43).

At higher flow rates, however, turbulence effects, flow noise and possible PRV noise
become more dominant so that u(t;*™ ) may increase by increasing flow rate. This

will give an uncertainty contribution to the USM measurement (E ) which in-

creases by increasing flow rate.

In practice, thus, E,_, may have a minimum at intermediate flow rates, with an in-

rept

crease both at the low and high flow rates.

In spite of such “complications’, both Options (1) and (2) in the program EMU -
USM Fiscal Gas Metering Sation may be useful, as a user’s choice. Today, the re-

peatability information available from USM manufacturers is related directly to

E and where E _, in practice often is given to be a constant (cf. Table 6.1).

rept ! rept

” The repeatability of the transit times (e.g. the standard deviation) is information which should be
readily available in USM flow computers today, for different flow rates.
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random

However, it is a hope for the future that also information on u(t; ), and its

variation with flow rate, may be available from USM manufacturers (cf. Chapter

6)78. Alternatively, the USM manufacturer might provide information on the varia-

tion of E . with flow rate. In both cases, the variation of E__. with flow rate would

rept rept

be described by the present uncertainty model.
Consequently, in the program, E,_, or u(i/**™) serve as optional input uncertain-

rept
ties, cf. Sections 4.4.1 and 5.10.1 (Figs. 5.12 and 5.13). It is left to the USM manu-

facturer to specify and document E ., or u(t;™™™). As an example, the USM re-

peatability in field operation is evaluated in Section 4.4.1.

Systematic transit time effects
The relative combined standard uncertainty related to those parts of the systematic
change of transit times from flow calibration to line conditions which are not cor-
rected for in the USM, is given by Eq. (3.42). In this expression the definitions
u ’t‘?/stematic u ’t‘si/stematic
o= ) gy M) (3.46)

1 t2i

have been used, where

u(t Y™™ ) = standard uncertainty of uncorrected systematic effects on the
upstream transit time, t,;, due to possible deviation in condi-
tions between flow calibration and field operation,

u(ty™™°) = standard uncertainty of uncorrected systematic effects on the
downstream transit time, t,, , due to possible deviation in con-
ditions between flow calibration and field operation.

Such systematic effects may be due to (cf. Table 1.4):

» Cable/electronics/transducer/diffraction time delay, including finite-beam
effects (due to line pressure and temperature effects, ambient temperature
effects, drift, effects of possible transducer exchange).

» Possible At-correction (line pressure and temperature effects, ambient tem-
perature effects, drift, reciprocity, effects of possible transducer exchange).

8 In fact, as possible additional information to USM manufacturer repeatability, information about

u(t2@m )y, u(t™™) might actually be calculated from more basic input, such as signal-to-

noise ratio (coherent and incoherent noise), clock resolution, etc. [Lunde et al., 1997]. However,
thisis not considered here.
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» Possible systematic effects in signal detection/processing (e.g. systematic er-
ronous signal period identification, giving systematically shifted measured
transit times over the time averaging period, by one or several half periods).
Such systematic effects could occur in case of (1) insufficiently robust sig-
nal detection solution, or (2) significantly changed pulse form, due to e.g.
(@) noise and turbulence influence, (b) transducer change or failure (changed
transducer properties, for one or several transducers), (c) transducer ex-
change (different transducer properties relative to original transducers).

» Possible cavity time delay correction (e.g. sound velocity effects).

» Possible transducer deposits (lubricant oil, grease, wax, €tc.).

» Sound refraction (flow profile effects (“ray bending”), especialy at high
flow velocities, and by changed installation conditions) [Freysa et al.,
2001].

Note that in Egs. (3.42) and (3.46), the symbol “A4” denotes that only deviations rela-
tive to the conditions at the flow calibration are to be accounted for in these expres-
sions.

In the program EMU - USM Fiscal Gas Metering Sation, u(tY*™°) and
u(t ™™ ) serve as input uncertainties, cf. Sections 4.4.4 and 5.10.2.2 (Fig. 5.17).

These may be meter specific, and it is therefore left to the USM manufacturer to
specify and document u(t Y™™ ) and u(ty*™°). The individual effects described
above are typicaly uncorrelated, and will contribute to each of u(tY*™*°) and

u(t "™ ) by aroot-sum-square calculation.

As an example, the uncertainty due to systematic transit time effects is discussed in
Section 4.4.3.

USM integration uncertainties (installation conditions)

In Eqg. (3.20), the relative standard uncertainty E, , accounts for installation effects
on the uncertainty of the USM fiscal gas metering station, and is here defined as

u( a1 )

Qusm ‘

E,,= (3.47)

where
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u(8jsw, ) = standard uncertainty of the USM integration method due to
change of installation conditions from flow calibration to field
operation.

Such installation effects on the USM integration uncertainty may be due to:

» Change of axial flow velocity profile (from flow calibration to field opera-
tion), and

» Change of transversal flow velocity profiles (from flow calibration to field
operation), both dueto e.g. (cf. Table 1.4):

- possible different pipe bend configuration upstream of the USM,

- possible different in-flow profile to the upstream pipe bend,

- possible change of meter orientation relative to pipe bends,

- possible changed wall roughness over time (corrosion, wear, pitting,
etc.), in the pipe and meter body,

- possible wall deposits / contamination in the pipe and meter body
(grease, liquid, lubricants, etc.).

Note that the subscript “A4” denotes that only changes of installation conditions from
flow calibration to field operation are to be accounted for in u(dg, , ) and E, ,.

In the program EMU - USM Fiscal Gas Metering Sation, E, , serves as an input un-

certainty, cf. Chapters 4 and 5. It is left to the USM manufacturer to specify and
document E, ,. The individual effects described above may typicaly be uncorre-

lated, and will then contribute to u( g, 1 ) by aroot-sum-square calculation.

As an example, the uncertainty of the integration method is discussed in Section
4.4.4.

Miscellaneous USM effects

In Eq. (3.19), the relative uncertainty term E, .. accounts for possible miscellaneous

uncertainty contributions to the USM measurement which have not been accounted
for by the other uncertainty terms involved in the uncertainty model of the gas me-
tering station. Cf. the definition of E, .. accompanying Eq. (3.19). Such contribu-
tions could be e.g. inaccuracy of the USM functional relationship (cf. Table 1.4), or
other uncertainty contributions.
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3.6

Such miscellaneous uncertainty contributions are not adressed further here, but in the
program EMU - USM Fiscal Gas Metering Sation the user has the possibility to
specify a value accounting for such uncertainty contributions, in case that is found to
be useful, cf. Section 5.10.2.2 (Fig. 5.17).

Signal communication and flow computer calculations

In Eq. (3.6), the relative uncertainty term E_, ., accounts for the uncertainties due to

the signal communication between the USM field electronics and the flow computer,

in the uncertainty model of the gas metering station (e.g. the flow computer calcula-
tion of frequency in case of analog frequency output). E,.,., accounts for the un-

certainty of the flow computer calculations, and is normally relatively small. Cf. the
definition of these terms accompanying Eq. (3.6).

These two uncertainty contributions are not adressed further here, but in the program
EMU - USM Fiscal Gas Metering Station the user has the possibility to specify such
uncertainty contributions, in case that is found to be necessary, cf. Section 5.11 (Fig.
5.19).

Summary of input uncertaintiesto the uncertainty model

In Tables 3.1-3.8, the input uncertainties to be given as input to the program EMU -
USM Fiscal Gas Metering Station are specified. The various uncertainties are de-
fined in Sections 3.1-3.5, and are here organized in eight groups (following the
structure of the worksheets in the program, cf. Chapter 5):

 Pressure measurement uncertainty (Table 3.1),

» Temperature measurement uncertainty (Table 3.2),

» Compressibility factor uncertainty (Table 3.3),

» Density measurement uncertainty (Table 3.4),

 Cadorific value measurement uncertainty (Table 3.5),

» Fow calibration uncertainties (Table 3.6),

» Signal communication and flow computer calculations (Table 3.7),
» USM field uncertainty (Table 3.8).

For some of the quantities, input uncertainties can be specified at two levels, (1)
“overdl level” and (2) “detailed level”, as discussed in Section 1.3 (cf. Table 1.5),
and in Chapters 3 and 5. Examples of input uncertainties given for the “detailed
level” are described in Chapter 4.
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Table3.1. Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Station, for calculation
of the expanded uncertainty of the static gas pressure measurement.
Gas pressure measurement, P
Input Input _— To be specified Ref. to
IeSeI uncerFt)ai nty DEEToE and doiﬁmented Handbook
by: Section
(2) Overall u,( |5) Combined standard uncertainty of the pressure esti- | Program user 3.2.1and
Ie\/el ma[e’ ﬁ) . 54
(2) Detailed u( ﬁransmmer ) Standard uncertainty of the pressure transmitter. Manufacturer / 321,421
level Calibration lab. and 5.4
u( ﬁaabimy ) Standa_rd unce_:rtaj nty of the stability of the pressure | Manufacturer | --—--- I
transmitter (drift).
u( |5RFI ) Standa_rd uncertainty due to RFI effects on the pressure | Manufacturer | ----- * eneee
transmitter.
u( |5temp ) Standard uncertainty of the_z effect of ambient tempera- | Manufacturer | - I
ture on the pressure transmitter.
u( ﬁmm ) Standard uncertainty of the atmospheric pressure. Programuser | ----- I
u( |5V ration) Standard uncerf[ai nty due to vibration effects on the | Manufacturer | ----- * eneee
pressure transmitter.
u( ﬁpw ) Standard uncert_ai nty dueto power supply effectsonthe | Manufacturer | ----- I
pressure transmitter.
u( |5mi$) Standard uncertainty due to other (miscellaneous) ef- | Manufacturer /| —---- S
fects on the pressure transmitter. Program user
Table3.2. Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Station, for calculation
of the expanded uncertainty of the gas temperature measurement.
Gastemperature measurement, T
Input I nput Description To be specified Ref. to
level uncertainty and documented Handbook
by: Section
(2) Overall Uc(f) Combi nAed standard uncertainty of the temperature es- | Program user 3.2.2and
level timate, T . 5.5
(2) Detailed u(-f-dem"am ) | Standard uncertainty of the temperature element and | Manufacturer / 322,422
level ’ temperature transmitter, calibrated as a unit. Calibration lab. and 5.5
u( -f-gab vonan ) Standard uncertainty of the stability of the temperature | Manufacturer | ——--- e
’ transmitter (drift).
u(-f-RFI ) Standard uncer_tai nty due to RFl effects on the tem- | Manufacturer | - e
perature transmitter.
u(-f-mp ) Standard uncertainty of the effect of ambient tempera- | Manufacturer | --—-- e
ture on the temperature transmitter.
U(fgab o) Standard uncertainty of the stability of the Pt 100 4- | Programuser | ——--- R
’ wire RTD temperature element
u(:l\—vibration ) Standard uncertai nty due to vibration effects on the | Manufacturer | -—-- e
temperature transmitter.
U(fpower ) Standard uncertai nt_y due to power supply effectson the | Manufacturer | - e
temperature transmitter.
U(fcabue) Standard uncertai nty of lead resistance effects on the | Manufacturer /| - e
temperature transmitter. Program user
U(fmisc) Standard uncertainty due to other (miscellaneous) ef- | Manufacturer /| —--- e

fects on the pressure transmitter.

Program user
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Table 3.3.

of the expanded uncertainty of the gas compressibility factor ratio, Z/Z,.

Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Sation, for calculation

Gas compressibility factors, Z and Z,

I nput I nput Description To be specified Ref. to
level uncertainty and documented Handbook
by: Section
(1) Overall Not available
level
(2) Detailed | E, Relative standard uncertainty due to model uncertainty | Program user 323,423
level (uncertainty of the mode! used for calculation of Z) and 5.6
E26 mod Relative standard uncertainty due to model uncertainty | Programuser | ----- e
(uncertainty of the model used for calculation of 20)
E; aa Relative standard uncertainty due to analysis uncer- | Manufacturer /| ----- e
tainty for Z (inaccurate determ. of gas composition) Program user
EZoana Relative standard uncertainty due to analysis uncer- | Manufacturer / | ----- e
tainty for 20 (inaccurate determ. of gas composition) Program user
Table 3.4. Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Sation, for calculation

of the expanded uncertainty of the gas density measurement.

Gas density measurement, p

0, , due to other (miscellaneous) effects

I nput I nput Description To be specified Ref. to
level uncertainty and documented Handbook
by: Section
(1) Overall u.(p) Combined standard uncertainty of the density esti- | Program user 3.24 and
level mate, P . 5.7
(2) Detailed | u(p,) Standard uncertainty of the indicated (uncorrected) | Manufacturer 324,424
level density esitmate, p, and 5.7
U( Pyt ) Standard uncertainty of the repetatility of the indicated | Manufacturer | - e
(uncorrected) density esitmate, p,,
u(-f-c ) Standard yncertai nty of the calibration temperature | Manufacturer | ----- * e
estimate, T,
Uc(f) Combi nedAstandard uncertainty of the line temperature | Calculated by pro- | ----- .
estimate, T gram
uc(fd ) Combined standard uAncertai nty of the densitometer | Cal cylated: N aees
temperature estimate, T, u(Ty) = u(T)
u(P) Standard uncertainty of the line pressure estimate, P Calculated by pro- | ----- Yo
ram
u( Af:d ) Standarq uncertainty of the pressure difference esti- ?’:alculated by pro- | ----- i
mate, AP, (from densitometer to line conditions) gram
u(c,) Standard uncertainty of the calibration gas VOS esti- | Manufacturer / | - ees
mate, C, Program user
u(cy) Standard uncertainty of the densitometer gas VOS es- | Manufacturer /| ----- * e
timate, C, Program user
u(7) Standard uncertainty of the periodic time estimate, 7 Manufacturer | - -
u( kd ) Standard uncertai nty of the VOS correction transducer | Manufacturer | ---—-- * e
constant estimate, K,
U( Prerp ) Standard uncertainty representing the model uncer- | Manufacturer | - * e
tainty of the temperature correction
U( Priee ) Standard uncertainty of the indicated density esitmate, | Programuser | --—-- * -
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Table3.5. Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Station, for calculation
of the expanded uncertainty of the ca orific value measurement.
USM flow calibration
Input I nput o To be specified Ref. to
level uncertainty DEEToE and documented Handbook
by: Section
Overall Eg Relative standard uncertainty of the calorific value es- | Program user 3.2,4.2.5,
level timate, H . 5.8
Table 3.6. Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Station, for calculation
of the expanded uncertainty of the USM flow calibration.
USM flow calibration
Input I nput - To be specified Ref. to
level uncertainty DESE e and documented Handbook
by: Section
(2) Overall Not available
level
(2) Detailed oy Relative standard uncertainty of the reference meas- | Flow calibration 331,431
level ' urement, §, ; , at test flow rateno. j,j = 1, ..., M (rep- | laboratory and 5.9
resenting the uncertainty of the flow calibration labo-
ratory).
Keor) Relative standard uncertainty of the deviation factor | Calculated by 332,432
estimate, K, ; , at test flow rateno. j, j =1, ..., M. program and 5.9
E et j Relative standard uncertainty of the repeatability of the | USM 333,433
USM at flow calibration, at test flow rate no. j, j = 1, | manufacturer and 5.9
..., M.
Table3.7. Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Station, with respect to
signal communication and flow computer calculations.
Signal communication and flow computer calculations
Input Input " To be specified Ref. to
level uncertainty DEEA[RIET and documented Handbook
by: Section
E comm Relative standard uncertainty of the estimate g, dueto | USM 3.5,45and
signal communication with flow computer (flow com- | manufacturer 5.11
puter calculation of frequency, in case of analog fre-
guency output)
E fiocom Relative standard uncertainty of the estimate g, dueto | USM | ----- omees
manufacturer

flow computer calculations
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Table 3.8.

Input uncertainties to the uncertainty calculation program EMU - USM Fiscal Gas Metering Sation, for calculation

of the expanded uncertainty of the USM in field operation (uncorrected deviations re. flow calibration conditions).

USM field operation

tions from flow calibration to field operation.

Such systematic effects may be dueto e.g.:

» Cable/electronicg/transducer/diffraction time delay
(line P & T effects, ambient temperature effects,
drift, effects of possible transducer exchange),

 Possible 4t-correction (line P & T effects, ambient
temperature effects, drift, reciprocity, effects of pos-
sible transducer exchange),

» Possible systematic effectsin signal detection/ proc-
essing (e.g. erronous signal period identification),

« Possible cavity time delay correction (e.g. sound

I nput I nput Description To be specified Ref. to
level uncertainty and documented Handbook
by: Section
Specified in | Eg Relative standard uncertainty of the repeatability of the | USM 342,441
both cases, USM infield operation, at actual flow rate. manufacturer and 5.10.1
(1) and (2) or
u(flriandom) Standard uncertainty (i.e. standard deviation) dueto in- | USM 34.2,441
field random effects on the transit times, after possible | manufacturer and 5.10.1
time averaging. It represents the repeatability of the
trangit times, at the actual flow rate. Such random ef-
fects may be dueto e.g.:
» Turbulence effects (from temperature and velocity
fluctuations, especialy at high flow velocities),
* Incoherent noise (from pressure reduction valves
(PRV), electromagnetic noise (RFI), pipe vibrations,
etc.)
» Coherent noise (from acoustic cross-talk (through
meter body), electromagnetic cross-talk, acoustic re-
flections in meter body, possible other acoustic inter-
ference, etc.),
* Finite clock resolution.
« Electronics stability (possible random effects).
* Possible random effects in signal detection/ proc-
essing (e.g. erronous signal period identification).
 Power supply variations.
E s Relative standard uncertainty of the estimate g, dueto | USM manufacturer/ | 3.4.4 and
miscellaneous effects on the USM measurement. Program user 4.4.5
(1) Overall Evan 4 Relative combined standard uncertainty of the estimate | USM manufacturer | 3.4 and
level g, at actual flow rate, related to field operation of the 5.10.2
USM, due to change of conditions from flow calibra-
tion to field operation.
(2) Detailed u(&)/|&| Rel. standard uncertainty of the coefficient of linear | Program user / 34.1,442
level temperature expansion for the meter body material, & USM manufacturer | and 5.10.2
u( [‘;) /‘ lg‘ Rel. standard uncertainty of the coefficient 9f linear | Programuser/ | --—-- o
radial pressure expansion for the meter body, B USM manufacturer
u,( Af-caj ) Combined standardAuncertai nty of the temperature dif- | Calculatedby | -—- *eees
ference estimate, AT, (flow calibrationto linecond.) | Program
u, ( Alscaj ) Combined standa[d uncertainty of the pressure differ- | Calculated by | - eees
ence estimate, 4P, (flow calibration to line condit.) program
u(Esemtic ) Standard uncertainty of uncorrected systematic effects | USM 34.2,443
on the upstream transit times, due to change of condi- | manufacturer and 5.10.2
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velocity effects),

* Possible deposits at transducer faces (lubricant oil,
liquid, waxm, grease, etc.),

 Sound refraction (flow profile effects on transit
times, especially at high flow velocities, and by
changed installation conditions).

u(’fzgi/stematic

)

Standard uncertainty of uncorrected systematic effects
on the downstream transit times, due to change of con-
ditions from flow calibration to field operation (see
above).

USM
manufacturer

Relative standard uncertainty of the USM integration

method, due to change of installation conditions from

flow calibration to field operation.

Such installation effects on the USM integration un-

certainty may be dueto e.g.:

» Change of axial flow velocity profile (from flow
calibration to field operation), and

« Change of transversal flow velocity profiles (from
flow calibration to field operation), dueto e.g.:

> possible different upstream pipe bend configuration,

> possible different in-flow profile to upstr. pipe bend,

> possible different meter orientation rel. to pipe bends

> possible changed wall roughness over time (corro-
sion, wear, pitting),

> possible wall deposits, contamination (grease, etc.).

USM
manufacturer

343,444
and 5.10.2
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4.1

UNCERTAINTY EVALUATION EXAMPLE

In the present chapter the uncertainty model of the USM gas metering station de-
scribed in Chapter 3, is used to evaluate the relative expanded uncertainty of a gas
metering station at given operating conditions, as an example. Input uncertainties are
evaluated for the different instruments of the metering station, and propagated in the
uncertainty model. The input uncertainties discussed here are the same as those used
as input to the program EMU - USM Fiscal Gas Metering Sation, cf. Chapters 3 and
5. Hence, to some extent the present chapter also serves as a guideline to using the
program, as a basis for Chapter 5.

I nstrumentation and oper ating conditions

The USM fiscal gas metering station evaluated in the present Handbook consists of
the equipment listed in Table 4.1, as specified by NFOGM, NPD and CMR for this
example [Ref Group, 2001], cf. Section 2.1. The pressure, temperature and density
instruments specified in the table are the same as those used for uncertainty evalua-
tion of an orifice fiscal gas metering station by [Dahl et al., 1999]79. With respect to
the USM, flow computer, gas chromatograph and calorimeter, no specific equip-
ments are considered.

Operating conditions, etc., used for the present uncertainty evaluation example are
given in Table 4.2. Meter body data are given in Table 4.3, where for simplicity the
data used in the AGA-9 report have been used also here. Data for the densitometer
(Solartron 7812 example) aregivenin Table 4.4.

9 The uncertainty models for the pressure transmitter and the temperature element/transmitter are

similar to the ones used in [Dahl et al., 1999], with some modifications.

However, the uncertainty model for the densitometer is somewhat different here, both
with respect to (a) the functional relationship used (different formulations used for the VOS and
installation corrections), and (b) the uncertainty model itself. For instance, the densitometer un-
certainty model developed and used here is fully analytical, with analytical expressions for the
sensitivity coefficients, whereas in [Dahl et al., 1999] the sensitivity coefficients were calculated
using a more numerical approach. Also, here the input uncertainties to the densitometer uncer-
tainty model are somewhat different.
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Table4.1. The evauated USM fiscal gas metering station instrumentation (cf. Table 2.4).

M easur ement Instrument
Ultrasonic meter (USM) Not specified.
Flow computer Not specified.

Pressure (static), P
Temperature, T

Density, p

Compressibility, Z and Z,

Cdorific value, Hg

Rosemount 3051P Reference Class Smart Pressure Transmitter

[Rosemount, 2000].

Pt 100 element: according to EN 60751 tolerance A [NORSOK, 19984].

Rosemount 3144 Smart Temperature Transmitter [Rosemount, 2000].
Solartron Model 7812 Gas Density Transducer [Solartron, 1999].

Not specified (cal orimeter measurement).

Not specified (calculated from GC measurements).

Table4.2. Gas parameters of the USM fiscal gas metering station being evaluated (example). (Corre-

spondsto Fig. 5.1.)

Conditions Quantity Value

Operating Gas composition North Sea exampleS0
Line pressure, P (static, absolute) 100 bara
Line temperature, T 50°C (= 323.15K)
Gas compressihility, Z 0.8460
Sound velocity, ¢ 417.0 m/s
Gas density, p 81.62 kg/m®
Ambient (air) temperature, T, 0°C

Densitometer Temperature, Ty 48°c 81
Sound velocity, cq 415.24 m/s
Indicated (uncorrected) gas density in densitometer, p,  82.443 kg/m®
Calibration temperature, T, 20°C
Calibration sound velocity, c. 350 m/s

Flow calibration Pressure, P, (static, absolute) 50 bara
Temperature, Ty 10°C

Pressure transmitter Ambient (air) temperature at calibration 20°C

Temperaturetransm.  Ambient (air) temperature at calibration 20°C

Standard ref. cond. Gas compressibility, Z, 0.9973
Superior (gross) calorific value, Hg 41.686 MJ/Sm®

80

81

103

Example of dry gas composition, taken from a North Sea pipeline: C;: 83.98 %, C,: 13.475 %,
Cs: 0.943 %, i-C4: 0.040 %, n-C4: 0.067 %, i-Cs: 0.013 %, n-Cs: 0.008 %, CO,: 0.756 %, Ny

0.718 %.

Temperature deviation between line and densitometer conditions may be as large as 7-8 °C [Sa-
kariassen, 2001]. A representative value may be about 10 % of the temperature difference be-
tween densitometer and ambient (air) conditions. Here, 2 °C deviation is used as a moderate ex-

ample.
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Table4.3. Meter body data for the USM being evaluated (AGA-9 example). (Data used in Section
4.4.2 and Fig. 5.2.)

Meter body Quantity Value Reference

Dimensions Inner diameter, 2R, ("dry calibration" value) 308 mm [AGA-9, 1998]
Average wall thickness, w 8.4 mm [AGA-9, 1998]

Material data  Temperature expansion coeff., a 14110° K™ [AGA-9, 1998]

Y oung's modulus (or modulus of elasiticity), Y~ 2010° MPa [AGA-9, 1998]

Table4.4. Gas densitometer data used in the uncertainty evaluation (Solartron 7812 example). (Data
used in Section 4.2.4 and Fig. 5.9.)

Symbol Quantity Value Reference

T Periodic time 650 ps [Eide, 20014]
Kis Constant -1.360010° [Solartron, 1999
Ko Constant 8.440110™ [Solartron, 1999]
Kg Congtant (characteristic length) 21000 pm [Solartron, 1999]

4.2 Gas measur ement uncertainties

In the present subsection, the expanded uncertainties of the gas pressure, temperature
and density measurements are evaluated, as well as the Z-factor and calorific value
estimates.

421 Pr essure measur ement

The combined standard uncertainty of the pressure measurement, u,( I5) , Isgiven by

Eq. (3.11). Thisexpression isevauated in the following.

Performance specifications for the Rosemount Model 3051P Reference Class Pres-
sure Transmitter are given in Table 4.582, as specified in the data sheet [Rosemount,
2000], etc.

The contributions to the combined standard uncertainty of the pressure measurement
are described in the following.

82 Note that the expanded uncertainties given in the transmitter data sheet [Rosemount, 2000] are
specified at a 99 % confidence level (k = 3).
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Table4.5. Performance specifications of the Rosemount Model 3051P Reference Class Pressure Trans-
mitter [Rosemount, 2000], used as input to the uncertainty calculations given in Table 4.6.

Quantity or Source Value or Expanded uncer - Coverage Reference
tainty factor, k
Calibration ambient temperature (air - Calibration certifi-
P ( ) 20°C cate, (NA)
Time between calibrations 12 months - Example
Span (calibrated) 70 bar - Calibration certifi-
cate, (NA)
URL (upper range limit) 138 barG - [Rosemount, 2000]
Transmitter uncertainty, U(P,,_...)  +0.05% of span 3 [Rosemount, 2000]
Stability, U (P ) +0.125 % of URL for 5years 3 [Rosemount, 2000]

for 28 °C temperature
changes, and up to 69 bar line
pressure.

For fiscal gas metering: 0.1% - [Rosemount, 1999]
of URL for 1 year (used here).

RFI effects, U(P,, ) +0.1 % of span from 20 to 3 [Rosemount, 2000]
1000 MHz and for field
strength up to 30 V/m.

Ambient temperature effects (air), +(0.006% URL + 0.03% span) 3 [Rosemount, 2000]
U( pm ) per 28°C

Negligible (except at reso- 3 [Rosemount, 2000]
nance frequencies, see text
below).

Power supply effects, U ( |5 ) Negligible (lessthan £0.005 3 [Rosemount, 2000]
P % of calibrated span per volt).

Mounting position effect Negligible (influenceonlyon 3 [Dahl et al., 1999
differential pressure measure-
ment, not static pressure
measurement)

Static pressure effect Negligible (influenceonlyon 3 [Dahl etal., 1999
differential pressure measure-
ment, not static pressure
measurement)

Vibration effects, U(P,

bration )

1. Pressure transmitter uncertainty, U(l5transmitter ): If the expanded uncertainty

specified in the calibration certificate is used for the uncertainty evaluation, the
transmitter uncertainty is to include the uncertainty of the temperature calibra-
tion laboratory (which shall be traceable to internationa standards). The confi-
dence level and the probability distribution of the reported expanded uncertainty
shall be specified.

Alternatively, if the calibration laboratory states that the transmitter uncertainty
(including the calibration laboratory uncertainty) is within the “reference accu-
racy” given in the manufacturer data sheet [Rosemount, 2000], one may - as a
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conservative approach - use the latter uncertainty value in the calculations. This
approach is used here.

The “reference accuracy” of the 3051P pressure transmitter accounts for hystere-
sis, terminal-based linearity and repeatability, and is given in the manufacturer
data sheet as +0.05 % of span at a 99 % confidence level (cf. Table 4.5), i.e. with
k = 3 (Section B.3). It is assumed here that this figure refers to the calibrated
span. As an example, the calibrated span is here taken to be 50 - 120 bar, i.e. 70
bar (Table 4.5), giving U(P,parite ) = U(Praamia )/3 = [70[0.0005]bar /3 =
0.035bar /3 =0.012bar 83.

Stability - pressure transmitter, u( ﬁ’gabimy ): The stability of the pressure trans-

mitter represents a drift (increasing/decreasing offset) in the readings with time.
This contribution is zero at the time of calibration, and is specified as a maxi-
mum value at a given time.

The stability of the 3051P pressure transmitter is given in the manufacturer data
sheet [Rosemount, 2000] as £0.125 % of URL for 5 years for 28 °C temperature
changes and up to 69 barg line pressure (Table 4.5). However, this uncertainty
becomes artificialy low when considering normal calibration intervals at fiscal
metering stations of two or three months [Dahl et al., 1999]. Furthermore, the
uncertainty is limited to line pressures below 69 barg.

In a dialog with the manufacturer, the manufacturer has therefore provided a
more applicable uncertainty specification when it comes to stability of the 3051P
pressure transmitter regarding use in fiscal metering stations (the uncertainty
specified in the data sheet is still valid). The alternative stability uncertainty is
given to be 0.1 % of URL for 1 year [Rosemount, 1999]. (Note that this uncer-
tainty specification does not include limitations with respect to temperature
changes and line pressure.) This alternative uncertainty specification is therefore
used for the 3051P pressure transmitter in the present eval uation example.

83

The manufacturer's uncertainty specification is used here. By calibration of the pressure trans-
mitter in an accredited calibration laboratory, the transmitter uncertainty may be further reduced.
An example of a calibration certificate specification for the expanded uncertainty U( I%ransm—ne, )
may be in the range 0.018-0.022 bar, at a 95 % confidence level (k = 2) [Eide, 20014], i.e. 0.009-

0.011 bar for the standard uncertainty. This includes linearity, hysteresis, repeatability, reading
uncertainty, and reference instruments uncertainty.
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The time dependency of the stability uncertainty is not necessarily linear. How-
ever, for simplicity, alinear time dependency has been assumed hered4.

The confidence level is not specified, but is assumed here to be 95 %, at a nor-
mal probability distribution (k = 2, cf. Section B.3). Consequently, if the trans-
mitter is calibrated every 12 months, the uncertainty specified by [Rosemount,
1999] due to stahility effects is divided by 12 and multiplied with 12. That is,
U( Py ) =U (Paasiy )/2 = [138 [0.001[{12/12)] bar /2 = 0.138 bar / 2 = 0.069

bar.

3. RFI effects - pressure transmitter, u( I5RF, ): Radio-frequency interference, ef-

fects (RFI) is given in the manufacturer data sheet [Rosemount, 2000] as +0.1 %
of span for frequencies from 20 to 1000 MHz, and for field strength up to 30
V/im, cf. Table 4.5.

It is noted that the specified RFI uncertainty is atually twice as large as the un-
certainty of the transmitter itself. In practice, this uncertainty contribution may
be difficult to evaluate, and the RFI electric field at the actual metering station
should be measured in order to document the actual electric field at the pressure
transmitter. |.e. the RFI electric field must be documented in order to evaluate if,
and to what extent, the uncertainty due to RFI effects may be reduced.

However, as long as the RFI electric field at the pressure transmitter is not
documented by measurement, the uncertainty due to RFI effects must be in-

cluded in the uncertainty evaluation as given in the data sheet. Consequently,
U( Py, ) =U( Py, )/3=[700.001] bar /3 = 0.07 bar /3 = 0.023bar .

4. Ambient temperature effects - pressure transmitter, u( I5term ): The ambient

temperature effect on the Rosmount 3051P pressure transmitter is given in the
manufacturer data sheet [Rosemount, 2000] as +(0.006 % URL + 0.03 % span)
per 28 °C temperature change, cf. Table 4.5. The temperature change referred to
is the change in ambient temperature relative to the ambient temperature at cali-
bration (to be specified in the calibration certificate).

84 In a worst case scenario, the uncertainty due to stability may be used directly without using the
time division specified.
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Consequently, for a possible “worst case” example of ambient North Sea tem-
perature taken as 0 °C (Table 4.2), and a calibration temperature equal to 20 °C
(Table 4.5), i.e. a max. temperature change of 20 °C, one obtains
U(Pap ) =U (P )/3 =|(138 .006 +70 ©.03) 10% [20/28 )| bar /3
=[0.0059 +0.0150| bar /3 = 0.0209bar /3 = 0.007 bar .

5. Atmospheric pressure, u( I5atm): The Rosemount 3051P pressure transmitter

measures the excess pressure, relative to the atmospheric pressure. The uncer-
tainty of the absolute static pressure u (P) is thus to include the uncertainty of

the atmospheric pressure, due to day-by-day atmospheric pressure variations.

In the North Sea, the average atmospheric pressure is about 1008 and 1012 mbar
for the winter and summer seasons, respectively (averaged over the years 1955-
1991) [Lothe, 1994]. For convenience, 1 atm. = 1013.25 mbar is taken as the
average value. On aworld-wide basis, the observed atmospheric pressure range
includes the range 920 - 1060 mbar, - however, the upper and lower parts of this
range (beyond about 940 and 1040 mbar) are very rare (not observed every year)
[Lothe, 2001].

The variation of the atmospheric pressure around the value 1 atm. = 1013.25
mbar is here taken to be 90 mbar, as a conservative approach. Assuming a 99 %
confidence level, and a normal probability distribution for the variation range of
the atmospheric pressure (k = 3, cf. Section B.3), one obtains u( I5atm )=

U(P,,,)/3 =90mbar /3 =0.09bar /3 =0.03bar .

6. Vibration effects - pressure transmitter, u( Isvibramn ): According to the manu-

facturer data sheet [Rosemount, 2000], "measurement effect due to vibrations is
negligible except at resonance frequencies. When at resonance frequencies, vi-
bration effect islessthan 0.1 % of URL per g when tested from 15 to 2000 Hz in
any axis relative to pipe-mounted process conditions' (Table 4.5).

Based on communication with the manufacturer [Rosemount, 1999] and a cali-
bration laboratory [Fimas, 1999], the vibration level at fisca metering stationsis
considered to be very low (and according to recognised standards). Hence, the
uncertainty due to vibration effects may be neglected.

In the program EMU - USM Fiscal Gas Metering Station, the uncertainty due to
vibration effects is neglected for the 3051P transmitter: u( P, )=0.

ibration
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Power supply effects - pressure transmitter, u( I5power ): The power supply ef-

fect is quantified in the manufacturer data sheet [Rosemount, 2000] as less than
+0.005 % of the calibrated span per volt (Table 4.5). According to the supplier
[Rosemount, 1999] this uncertainty is specified to indicate that the uncertainty
due to power supply effects is negligible for the 3051P transmitter, which was
not always the case for the older transmitters [Dahl et al., 1999].

Hence, in the program, the uncertainty due to power supply effects is neglected
for the 3051P transmitter: u( P, )=0.

power

Static pressure effect - pressure transmitter: The static pressure effect [Rose-
mount, 2000] will only influence on a differential pressure transmitter, and not
on static pressure measurements, as considered here [Dahl et al., 1999]85,

Mounting position effects - pressure transmitter: The mounting position effect
[Rosemount, 2000] will only influence on a differential pressure transmitter, and
not on static pressure measurements, as considered here [Dahl et al., 1999]86,

A sample uncertainty budget is given in Table 4.6 for evaluation of the expanded un-
certainty of the pressure measurement according to EqQ. (3.11). The figures used for
the input uncertainties are those given in the discussion above.

The calculated expanded and relative expanded uncertainties (specified at a 95 %
confidence level and a normal probability distribution, with k = 2, cf. Section B.3)
are 0.16 bar and 0.15 %, respecively. These values are further used in Section 4.6.

85

86

The static pressure effect influencing on 3051P differential pressure transmitters consists of (a)
the zero error, and (b) the span error [Rosemount, 2000]. The zero error is given in the data
sheet [Rosemount, 2000] as £0.04 % of URL per 69 barg. The zero error can be calibrated out at
line pressure. The span error is given in the data sheet [Rosemount, 2000] as £0.10 % of reading
per 69 barG.

Mounting position effects are due to the construction of the 3051P differential pressure trans-
mitter with oil filled chambers [Dahl et al., 1999]. These may influence the measurement if the
transmitter is not properly mounted. The mounting position error is specified in the data sheet
[Rosemount, 2000] as “zero shifts up to £1.25 inH,O (0.31 kPa = 0.0031 bar), which can be
calibrated out. No span effect”.
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Table4.6. Sample uncertainty budget for the measurement of the absolute static gas pressure using the Rose-
mount Model 3051P Pressure Transmitter [Rosemount, 2000], calculated according to Eq. (3.11).
(Correspondsto Figs. 5.4 and 5.21.)

Input uncertainty Combined uncertainty
Source Expand. Conf.level | Cov. Standard Sens. Variance
uncert. & fact., | uncertainty | coeff.
Distribut. k
Transmitter uncertainty | 0.035bar | 99 % (norm) | 3 0.012 bar 1 1.36110* bar®
Stability, transmitter 0.138 bar 95 % (norm) | 2 0.069 bar 1 4.76110° bar?
RFI effects 0.070 bar | 99 % (norm) | 3 0.023 bar 1 5.44310* bar®
Ambient temperature 0.021 bar 99 % (norm) | 3 0.007 bar 1 4853110 bar?
effects, transmitter
Atmospheric pressure 0.090bar | 99% (norm) | 3 0.030 bar 1 9.010™ bar’
Vibration Negligible 0 1 0
Power supply Negligible 0 1 0
Sum of variances u2(P) 6.39010° bar’
Combined standard uncertainty u, ( P) 0.0799 bar
Expanded uncertainty (95 % confidence level, k = 2) u( ﬁ:) 0.16 bar
Operating pressure P 100 bara
Relative expanded uncertainty (95 % confidence level) u( P ) / P 0.16 %

4.2.2 Temperature measurement

The combined standard uncertainty of the temperature measurement, uc('f ), isgiven

by EqQ. (3.12). Thisexpression isevaluated in the following.

Performance specifications for the Rosemount Model 3144 Smart Temperature
Transmitter and the Pt 100 4-wire RTD element are given in Table 4.787, as specified
in the data sheet [Rosemount, 2000], etc.

The contributions to the combined standard uncertainty of the temperature measure-
ment are described in the following. The discussion is similar to that given in [Dahl
et al., 1999].

87 Note that the expanded uncertainties given in the transmitter data sheet [Rosemount, 2000] are
specified at a 99 % confidence level (k = 3).



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 111

Table4.7. Performance specifications of the Rosemount Model 3144 Temperature Transmitter [Rose-
mount, 2000] and the Pt 100 4-wire RTD element, used as input to the uncertainty calculations

givenin Table 4.8.

Quantity or Source Value or Expanded uncer - Coverage Reference
tainty factor, k
Calibration ambient temperature (air 0 - Calibration certifi-
P ( ) 20°C cate (NA)
Time between calibrations 12 months - Example
Transmitter/element uncertainty (not “Digital accuracy”: 0.10 °C 3 [Rosemount, 2000]
calibrated as aunit), U (T, anen ) “DIA accuracy”: +0.02%of 3
span.
Transmitter/element uncertainty NA Cali bll’\laﬂ on certifi-
(calibrated as aunit), U(T,.. ... ) NA cate (NA)
Stability - temperature transmitter, +0.1 % of reading or 0.1 °C, 3 [Rosemount, 2000]
U ('fm ) whichever is greater, for 24
' months.
RFI effects - transmitter, U (-|“-RFI ) Worst case, with unshielded 3 [Rosemount, 2000]
cable: equivalent to the trans-
mitter “accuracy”.
Ambient temperature effects - “Digital accuracy”: 0.0015°C 3 [Rosemount, 2000]
transmitter, U(T,,, ) per 1°C.
D/A egfect: 0.001 % of span, 3
per 1°C.
Stability - temperature element, - [BIPM, 1997
= 0.050°C
U (Tt tem )
Vibration effects, U(T,, ... ) Negligible (tested to given 3 [Rosemount, 2000]
o specifications with no effect
on performance).
Power supply effects, U (fpm ) Negligible (lessthan+0.005 3 [Rosemount, 2000]
% of span per volt).
Lead resistance effects, U(T,,,..) Negligible (no effect, inde- 3 [Rosemount, 1998

pendent on lead resistance).

1. Transmitter/element uncertainty (calibrated as a unit), U('IA'el

em,transm ) :

The

temperature element and the temperature transmitter are assumed to be cali-
brated as a unit [NORSOK, 19984].

If the expanded uncertainty specified in the calibration certificate is used for the
uncertainty evaluation, the transmitter/element uncertainty (calibrated as a unit)
will include the uncertainty of the temperature calibration laboratory (to be
traceable to international standards). The confidence level of the reported ex-
panded uncertainty is to be specified. When first recording the characteristics
of the temperature element and then loading this characteristic into the transmit-
ter prior to the final calibration, the uncertainty due to the element can be mini-

mised [Fimas, 1999].
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Alternatively, if the calibration laboratory states that the transmitter/element un-
certainty (calibrated as a unit, and including the calibration laboratory uncer-
tainty) is within the “accuracy” given in the manufacturer data sheet [Rose-
mount, 2000], one may - as a conservative approach - use the latter uncertainty
valuein the calculations. This approach is used here.

The “accuracy” of the 3144 temperature transmitter used together with a Pt 100
4-wire RTD element is tabulated in the data sheet [Rosemount, 2000, Table 1].
The output signal is accessed using aHART protocal, i.e. only the “digital accu-
racy” is used here (cf. Table 4.7). The expanded uncertainty is then given as
0.10 °C at a 99 % confidence level (k = 3, cf. Section B.3). That is, u(fd

=U(T, )/3 =0.10°C/3=0.033°C 8.

em transm )

em transm

Stability - temperature transmitter, u(fSt ): The stability of the tempera-

ab transm
ture transmitter represents a drift in the readings with time. This contribution is
zero at the time of calibration, and is specified as a maximum value at a given
time.

For use in combination with RTD elements, the stability of the 3144 temperature
transmitter is given in the manufacturer data sheet [Rosemount, 2000] as 0.1 %
of reading (measured value), or 0.1 °C, whichever is greater for 24 months, cf.
Table 4.7. The time dependency is not necessarily linear. However, for sim-
plicity, alinear time dependency is assumed heres®.

The vaue “0.1 % of reading for 24 months’ corresponds to
[(273+50).001] °C =0.323°C. As this is greater than 0.1 °C, this uncer-

tainty valueis used.

88

89

The manufacturer's uncertainty specification is used here, for temperature element and transmit-
ter combined. By calibration of the the element and transmitter in an accredited calibration labo-
ratory, the element/transmitter uncertainty may be significantly reduced. As an example, the
calibration certificate specification for the element/transmitter’s expanded uncertainty
U(Tyengransn ) May be 0.03 °C, at a 95 % confidence level (k = 2) [Eide, 2001é], corresponding

to 0.015 °C for the standard uncertainty.

In aworst case scenario, the uncertainty due to stability may be used directly without using the
time division specified.
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Consequently, if the transmitter is calibrated every 12 months, the uncertainty
given in the data sheet due to stability effects is divided by 24 and multiplied
with 12 That s, U(T gt ramen ) = U (T panen )/3
=[(273+50) [0.001(12/24)| °C/3 = 0.1615 °C /3=~ 0.054 °C .

3. RFI effects - temperature transmitter, u(fRFI ): Radio-frequency interference,

effects (RFI) may cause a worst case uncertainty equivalent to the transmitter’s
nominal uncertainty, when used with an unshielded cable [Rosemount, 2000].
For fiscal metering stations all cables are shielded, i.e. the RFI effects should be
less than the worst case specified in the data sheet. Nevertheless, RFl effects
(and also effects due to bad instrument earth) may cause additional uncertainty to
the temperature measurement that is hard to quantify.

It is time consuming to predict or measure the actual RFI effects at the metering
station, and difficult to evaluate correctly the influence on the temperature meas-
urement.

It is therefore recommended to use the worst case uncertainty specified in the
data sheet for the uncertainty due to RFI effects. For the “digital acuracy” of the
3144 transmitter, the expanded uncertainty is specified to be 0.10 °C, cf. Table
4.7.Thatis, U(Tey ) =U(Tsy )/3=0.10°C/3=0.033°C.

4. Ambient temperature effects - temperature transmitter, u('IA'term ): The Rose-

mount 3144 temperature transmitters are individually characterised for the ambi-
ent temperature range -40 °C to 85 °C , and automatically compensate for
change in ambient temperature [Rosemount, 2000].

Some uncertainty still arises due to the change in ambient temperature. This un-
certainty is tabulated in the data sheet as a function of changes in the ambient
temperature (in operation) from the ambient temperature when the transmitter
was calibrated, cf. Table 4.7

The ambient temperature uncertainty for Rosemount 3144 temperature trans-
mitters used together with Pt-100 4-wire RTDs is given in the data sheet as
0.0015 °C per 1 °C change in ambient temperature relative to the calibration
ambient temperature (the “digital accuracy”).

Consequently, for a possible “worst case” ambient North Sea temperature taken
as 0 °C (Table 4.2), and a calibration temperature equal to 20 °C (Table 4.7, i.e. a
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max. temperature change of 20 °C, one obtains u(ftemp):U(ftemp )/3
=0.0015 (20 °C/3=0.03°C/3=0.01°C.

5. Stability - temperature element, U(fgab,eaem ): The Pt-100 4-wire RTD element

will cause uncertainty to the temperature measurement due to drift during opera-
tion. Oxidation, moisture inside the encapsulation and mechanical stress during
operation may cause instability and hysteresis effects [EN 60751, 1995], [BIPM,
1997].

BIPM [BIPM, 1997] has performed severa tests of the stability of temperature
elements which shows that this uncertainty is typically of the order of 0.050 °C,
cf. Table 4.7. The confidence level of this expanded uncertainty is not given,
however, and a 95 % confidence level and a normal probability distribution is
assumed here (k = 2, cf. Section B.3). That is, U(Tyueen) = U(Tameen)/2 =

0.050°C/2=0.025"°C.

6. Vibration effects - temperature transmitter, u('fvibraﬁon): According to the

manufacturer data sheet [Rosemount, 2000], "transmitters are tested to the fol-
lowing specifications with no effect on performance: 0.21 mm peak displace-
ment for 10-60 Hz; 3g acceleration for 60-2000 HZz". Moreover, in communica-
tion with the manufacturer [Rosemount, 1999] and a calibration laboratory [Fi-
mas, 1999], and considering that the vibration level at fisca metering stations
shall be very low (and according to recognised standards), the uncertainty due to
vibration effects may be neglected.

Hence, in the program EMU - USM Fiscal Gas Metering Sation, the uncertainty
due to vibration effects is neglected for the Rosemount 3144 temperature trans-
mitter, u(T, )=0.

ibration

7. Power supply effects - temperature transmitter, u('f' ): The power supply

power
effect is quantified in the manufacturer data sheet [Rosemount, 2000] as being
less than +0.005 % of span per volt. According to the supplier [Rosemount,
1999] this uncertainty is specified to indicate that the uncertainty due to power
supply effects is negligible for the 3144 transmitter, which was not aways the
case for the older transmitters [Dahl et al., 1999].
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Hence, in the program EMU - USM Fiscal Gas Metering Sation, the uncertainty
due to power supply effects is neglected for the Rosemount 3144 temperature
transmitter, u(T . ) =0.

8. Sensor lead resistance effects - temperature transmitter, u(fcable): According

to the manufacturer data sheet for the 3144 transmitter [Rosemount, 1998], the
error due to lead resistance effects is "none" (independent of lead resistance) for
4-wire RTDs. 4-wire RTDs are normally used in fiscal metering stations.

Hence, in the program EMU - USM Fiscal Gas Metering Sation, the uncertainty
due to lead resistance effects is neglected for the 3144 transmitter: u(T_,.) =0.

A sample uncertainty budget is given in Table 4.8 for evaluation of the expanded un-
certainty of the temperature measurement according to Eq. (3.12). The figures used

for the input uncertainties are those given in the discussion above.

Table4.8 Sample uncertainty budget for the temperature measurement using the Rosemount Model 3144
Temperature Transmitter [Rosemount, 2000] with a Pt 100 4-wire RTD element, calculated ac-
cording to Eq. (3.12). (Correspondsto Figs. 5.6 and 5.22.)

Input uncertainty

Combined uncertainty

Source Expand. Conf.level | Cov. Standard Sens. Variance
uncert. & fact., | uncertainty | coeff.
Distribut. k
Transmitter/element 0.10°C 99 % (norm) | 3 0.033°C 1 1.11110° °C?
uncertainty
Stability, transmitter 0.1615°C | 99 % (norm) 0.054°C 2.900010° °C?
RFI effects 0.10°C 99 % (norm) 0.033°C 1.11100° °C?
Ambient temperature 0.03°C 99 % (norm) 0.010°C 1 1.010* °c?
effects, transmitter
Stability, element 0.050 °C 95 % (norm) | 2 0.025°C 1 6.25010* °C?
Vibration Negligible 0 1 0
Power supply Negligible 0 1 0
Lead resistance Negligible 0 1 0
Sum of variances uz(T) 5.84810° °C?
Combined standard uncertainty u,(T) 0.0765 °C
Expanded uncertainty (95 % confidence level, k = 2) U (-f- ) 0.15°C
Operating temperature T 50 °C (=323 K)
Relative expanded uncertainty (95 % confidence level) U (-|“- ) /-f- 0.047 %
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4.2.3

The calculated expanded and relative expanded uncertainties (specified at 95 % con-
fidence level and a normal probability distribution, with k = 2, cf. Section B.3) are
9.15 °C and 0.048 %, respecively. These values are further used in Section 4.6.

Gas compressibility factors

The relative combined standard uncertainty of the ratio of the gas compressibility
factors, E,,, ,isgivenby Eq. (3.13), and is evaluated in the following.

In the present example the AGA-8 (92) equation of state [AGA-8, 1994] is used for
calculation of Z, and ISO 6976 [ISO, 1995c] isused for Z,. It is here assumed that

the corresponding uncertainty figures correspond to rectangular probability distribu-
tions and 100 % confidence levels (k = /3, cf. Section B.3). The relative standard
uncertainty of the estimateZ due to model uncertainty isthen E, ., =0.1%/-/3 =
0.0577 %, cf. Fig. 3.1. The corresponding relative standard uncertainty of the esti-
mateZ, due to model uncertainty becomes E,,,, = v0.05% +0.015°%/3 =
= 0.0522%)/+/3 = 0.030 %, cf. Section 3.2.3.1.

The relative standard uncertainty of the esti mateZ due to analysis uncertainty (inac-
curate determination of the line gas composition), is in general more complicated to
estimate. The uncertainty will depend on (a) the uncertainty of the GC measurement,
and (b) the actual variations in the gas composition. Both uncertainty contributions
(a) and (b) will depend on the specific gas quality in question, and also on the pres-
sure and temperature in question. To give a typical value to be representative in all
cases is not possible. Examples have shown that this uncertainty can be all from
negligible to around 1 %. As described in Section 3.2.3.2, it can be determined e.g.
by using a Monte Carlo type of simulation where the gas composition is varied
within its uncertainty limits.

For the specific example discussed here, it has - in a smplified approach - been as-
sumed that the C1-component varies with +0.5 %, the C2-component with £0.4 %
and the C3-component with £0.1 % (of the total gas content). Such variation ranges
can be observed in practice [Sakariassen, 2001] as natural variations over a time
scale of months, and can be of relevance here if the gas composition data are fed
manually to the flow computer e.g. monthly instead of being measured online. The
variations in the other gas components are smaller, and have been neglected here for
simplicity. In the case of online measurements (using GC analysis), the variation
limits may be smaller, especially for the C2 and C3 components. 10 gas composi-
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tions within the limits selected for C1, C2 and C3 have been used, and the Z-factor
has been calculated for each of them, at line conditions and at standard reference
conditions. The resulting calculated standard deviation for the Z factor at line condi-
tion is about 0.16 % 0. This number has been used here as the relative standard un-
certainty Ez ana (K= 1, cf. Section B.3).

At standard reference conditions, the resulting calculated standard deviation using
this method is less than 0.01 % 9. Therefore, Ezo ana has been neglected in the cur-
rent example, so that Ezo ana = 0 is used here.

A sample uncertainty budget is given in Table 4.9 for evaluation of the expanded un-
certainty of the ratio of the gas compressibility factors according to Eq. (3.13). The
figures used for the input uncertainties are those given in the discussion above.

The calculated relative expanded uncertainty (specified at 95 % confidence level and
anormal probability distribution, with k = 2, cf. Section B.3) is0.339 %. Thisvalue
is further used in Section 4.6.

Table4.9 Sample uncertainty budget for the ratio of compressibility factors, Zy/Z, calculated according to Eq.
(3.13). (Corresponds to Fig. 5.7.)

Input uncertainty Combined uncertainty
Source Relative Conf.level | Cov. Relative Rel. Relative
expanded & fact., standard sens. variance
uncert. Distribut. k uncertainty | coeff.
Model uncertainty, Z 0.1% 95 % (norm) | 2 0.05% 1 2500107
Model uncertainty, Z, 0.052 % 95 % (norm) | 2 0.026 % 1 6.76010°®
Analysis uncertainty, Z 0.16 % 67 % (norm) | 1 0.16 % .
Analysisuncertainty, Z, | 0 67 % (norm) | 1 0 1 2.56010
Sum of relative variances E2 2.87810°
2120
Relative combined standard uncertainty E 0.170 %
2120
1 I 0, I 0,
Relative expanded uncertainty (95 % confidence level) k E,,,, 0.339%

90 It should be noted that the selected variation limits are larger than what can often be found in
practice, especialy when an online GC is used. The value Ez n, = 0.16 % is therefore far from
being a best case value.

o1 It can be shown (by a Monte Carlo type of statistical analysis, as used above) that in spite of pos-
sible significant uncertainty in the gas compostion (such as e.g. due to GC measurement uncer-
tainty, or natural variations in gas composition), the influence of such uncertainty on the analysis

uncertainty of Z is quite small at low pressures when Z is very close to unity, Z =1, such as for
Z,.
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4.2.4

Density measur ement

The combined standard uncertainty of the density measurement, u.(2), is given by

Eq. (3.14). Thisexpression isevaluated in the following, for the example considered
here.

Performance specifications for the Solartron 7812 gas density transducer are given in
Table 4.10 as specified in the data sheet [ Solartron, 1999], etc.

Table4.10 Performance specifications of the Solartron 7812 Gas Density Transducer [Solartron, 1999],
used asinput to the uncertainty calculations givenin Table 4.11.

Quantity or Source Value or Expanded uncer - Coverage Reference
tainty factor, k
Calibration temperature (air) 20°C - gSAolla]rtron, 1999;
Full scale density range 3 - [Solartron, 1999,
y rang 1 - 400 kg/m e
Densitometer “accuracy”, U( 0, ) < 0.1 % of m.v. (nitrogen) [Solartron, 1999,
< +0.15 % of m.v. (nat. gas) §A.1]
Repeatability, U ( ,brept ) Within £0.01 % of full scale [Solartron, 1999,
density 81.3.2]
Calibration temperature, U(T, ) 0.1°C (at20°C) [;0'23; t]m”» 1999,
Temperature correction model, 30 [Solartron, 1999,
U(z < 0.001 kg/m*/°C 8A.1]
(P )
VOS correction model, U( 2, ) Not specified (see text) [Solartron, 1999]
o . Solartron, 1999,
Pressure effect, U( Oy ) Negligible (see text) [§A. Sr ron
Stability - element, U( 0,4 ) Negligible (see text) [§SloI3agt]ron, 1999,
Deposits, U( 0, Not specified (see text [Solartron, 1999,
eposits, U( O ) S¢ ( ) s
Condensation, U( 0, ) Not specified (see text) [;og?rtron, 1999,
Corrosion, U( 0, Not specified (see text [Solartron, 1999,
orrosion ( pm|sc ) q:) ( ) §1'3.3; §3,8]
Gas viscosity, U( Oyis ) Negligible (see text) [Matthews, 1994]
Vibration effects, U( 0, Not specified (see text [Solartron, 1999,
ibration effects, U( Qg ) P ( ) Sy
Power supply effects, U( 0,;s. ) Negligible (see text) [§slo|3a£t]ron, 1999,
Self induced heat effects, U( 0, ) Negligible (see text) [§Slo|3a£t]ron, 1999,
Sample flow effects, U( D, ) Negligible (see text) [Matthews, 1994]

The contributions to the combined standard uncertainty of the density measurement
are described in the following. As the confidence level of the expanded uncertainties
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is not specified in [Solartron, 1999], thisis here assumed to be 95 %, with a normal
probability distribution (k = 2, cf. Section B.3).

Densitometer “accuracy”, u( 0, ): The densitometer “accuracy” is specified in

the manufacturer instrument manual [Solartron, 1999, 8A.1] as being less than

+0.1 % of reading in nitrogen, and less than £0.15 % of reading in natural gas.
This includes uncertainties of Eq. (2.23). That is, u(p,)=U(p,)/2

=|0.15m10 B2.443 kg/m*|/2 = 0.0618 kg/m® 92. The relative standard un-
certainty is u( p, )/ o, = 0.15%/2 = 0.075 %.

Repeatability, u( brept): In the manufacturer instrument manual [Solartron,

1999, 81.3.2], the repeatability is specified to be within £0.01 % of full scale

density. The density range of the 7812 densitometer is given to be 1 to 400
kg/m®. That is, U(D,ey ) =U( D, )/2 =0.010107 [200/2 = 0.02 kg / m°.

Calibration temperature, u(fc ): The uncertainty of the calibration tempera-

ture is specified in the manufacturer instrument manual [Solartron, 1999, §7.2.2]
as0.1°Cat 20°C. Thatis, u(T,)=U(T, )/2 =0.1°C/2 = 0.05°C.

Linetemperature, uc(f ): The expanded uncertainty of the line temperature is
taken from Table 4.8.

Densitometer temperature, uc('IA'd ): The expanded uncertainty of the densi-

tometer temperature is taken from Table 4.8.

Line pressure, u,( |5): The expanded uncertainty of the line pressure is taken
from Table 4.6.

Pressure difference, densitometer to line, u(AI5d ):  The densitometer pres-
sure I5d is not measured, and assumed to be equal to the line pr&esureIAD. In

practice the density sampling system is designed so that the pressure deviation

92

The manufacturer's uncertainty specification is used here. By calibration of the the densitometer
in an accredited calibration laboratory, the densitometer "accuracy" may be significantly reduced.
Example of acalibration certificate specification for the densitometer "accuracy” U( p, ) may be
e.g. 0.027-0.053 %, for the density range 25-250 kg/m?®, at a 95 % confidence level (k = 2) [Eide,
2001a]. Such values correspond to 0.014-0.027 % for the relative standard uncertainty of the
densitometer “accuracy”. This includes linearity, hysteresis, repeatability, reading uncertainty,
and reference instruments uncertainty.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 120

10.

between the densitometer and line, Al5d, is relatively small. Tests with densi-
tometers have indicated a pressure deviation AIADd of up to 0.02 % of the line
pressure, P [Eide, 20014]. Al5d can be positive or negative, depending on the
actual installation [Sakariassen, 2001].

For the present case ( P =100 bara, cf. Table 4.2), AI5d = 20 mbar isused as a

representative example. Assuming a Type B uncertainty, at a 100 % confidence
level and a rectangular probability distribution within the range £20 mbar (k =
/3, cf. Section B.3), one obtains u(4P,) =U(4P,)/+3= 0.02bar/-/3=

0.0115 bar.

VOS, calibration gas, u(c, ): The uncertainty of the sound velocity estimate of

the calibration gas is tentatively taken to be 1 m/s. Assuming a Type B uncer-
tainty, at a 100 % confidence level and a rectangular probability distribution
within the range 1 m/s (k = +/3, cf. Section B.3), one obtains

u(e,)=U(&,)/v3=1/3 =0577 ms.

VOS, densitometer gas, u(c, ): Asdescribed in Section 2.4.3, when using Eq.

(2.25) for VOS correction, there are at least two methods in use today to obtain
the VOS at the density transducer, c4: the “USM method” and the “pres-
sure/density method”. As explained in Section 3.2.4, evaluation of u(c,) ac-
cording to these (or other) methods is not a part of the present Handbook.
Hence, one does not rely on the particular method used to estimate cq4 in the me-
tering station.

The uncertainty of the VOS estimate in the density transducer is here taken to be
1 m/s, tentatively. Assuming a Type B uncertainty, at a 100 % confidence level
and a rectangular probability distribution within the range £1 m/s (k = V3, df.
Section B.3), one obtains u(&, ) =U(¢, )/v/3=1/~/3 = 0577 m/s.

Periodic time, u(7): The uncertainty of the periodic time 7 involved in the
VOS correction depends on the time resolution of the flow computer, which is
here set to 0.1 ps, tentatively (10 MHz oscillator) [Eide, 2001a]. Assuming a

Type A uncertainty, a a 100 % confidence level and a rectangular probability
distribution within the range +0.1 ps (k = /3, cf. Section B.3), one obtains

u(7)=U(7)/+/3 = 0.1 us//3 =0.0577 ys.
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11.

12.

13.

VOS correction constant, u( Rd ): A figure for the uncertainty of the dimen-
sional constant Rd used in the VOS correction has not been available for the

present study. A tentative uncertainty figure of 10 % is used here, as a reason-
able example [Eide, 2001a]. For K, = 21000 pm (cf. Table 4.4), that gives

U( Rd ) = 2100 um. Assuming a Type B uncertainty, at a 100 % confidence

level and a rectangular probability distribution within the range £2100 um (k =
3, cf. Section B.3), one obtains u(K,)=U(K,)/+/3 = 2100 zm/+/3 =

1212 pm.

Temperature correction model, u( ,btemp ): Temperature changes affect both the

modulus of elasticity of the vibrating element, and its dimensions. Both of these
affect the resonance frequency [Matthews, 1994]. For high-accuracy densi-
tometers like the Solartron 7812, this effect is largely eliminated using Ni-span
C stainless steel93, and the temperature correction model given by Eq. (2.24).
However, the temperature correction model itself is not perfect, and will have an
uncertainty.

The uncertainty of the temperature correction model itself, Eq. (2.24), is speci-
fied in the manufacturer instrument manual [Solartron, 1999, 8A.1] as being less
than 0.001 kg/m%°C. That iS, U(Dr)=U(De)/2 =[0.001028 ]/2
=0.024kg/ m>.

VOS correction model, u(p,,.): For gas densitometers the fluids are very

compressible (low VOS), and VOS correction is important [Solartron, 1999],
[Matthews, 1994]. For high-accuracy densitometers like the Solartron 7812, this
effect is largely eliminated using the VOS correction model given by Eq. (2.25).
However, the VOS correction model itself is not perfect (among others due to
use of a caibration gas, with another VOS than the line gas in question), and
will have an uncertainty.

The uncertainty of the VOS correction model itself, Eq. (2.25), is not specified
in the manufacturer instrument manual [Solartron, 1999]. In the present calcula-
tion example the uncertainty of the VOS correction model is neglected for the

Solartron 7812 densitometer. That is, the VOS correction model contribution to
U( O, )i Set to zero.

93

For densitometers with vibrating element made from other materials than Ni-span C, the tem-
perature effect may be considerably larger [Matthews, 1994].
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14.

15.

16.

17.

Pressure effect, u( p,,.. ): The uncertainty of the pressure effect is not specified

in the manufacturer instrument manual [Solartron, 1999]. According to [Mat-
thews, 1994], “for vibrating cylinders there is no pressure effect on the reson-
cance frequency because the fluid surrounds the vibrating element, so all forces
are balanced”. Consequently, in the present calculation example this uncertainty

contribution is assumed to be negligible for the Solartron 7812 densitometer.
That is, the pressure effect contribution to u( 2,,.. ) is Set to zero.

Stability - element, u( 0., ): The instrument manual states that [Solartron,

1999; §1.3.3] “The long term stability of this density sensor is mainly governed
by the stability of the vibrating cylinder sensing element. This cylinder is manu-
factured from one of the most stable metals, and being unstressed, will maintain
its properties for many years’. In the present calculation example this uncer-

tainty contribution is neglected for the Solartron 7812 densitometer. That is, the
long time stability effects contribution to u( ;. ) is Set to zero.

Deposits, U( 0., ): Theinstrument manual states that [Solartron, 1999; §1.3.3]

“Deposition on the cylinder will degrade the long term stability, and care should
be taken to ensure that the process gas is suitable for use with materials of con-
struction. The possibility of deposition is reduced by the use of filters, but,
should deposition take place, the sensing element can be removed and
cleaned”94. According to [Campbell and Pinto, 1994], “ancther problem with
the gas transducers can be the presence of black dust like particles on the walls
of the sensing element. These particles can often cause pitting on the sensing
element which renders the cylinder as scrap”. In the present calculation example
this uncertainty contribution is neglected for the Solartron 7812 densitometer.
That is, the uncertainty contribution to u( p,,;.. ) which isrelated to depositsis set

to zero.

Condensation and liquid contamination, u( p,,.. ): In the instrument manual

it is stated that [Solartron, 1999; 8§3.8] “Condensation of water or liquid vapours
on the sensing element will cause effects similar to deposition of solids except
that the effects will dissappear if re-evaporation takes place.” Cf. also [Geach,
1994].

94

The risk of damaging the element in case of dismantling and clening offshore by unexperienced
personnel may be large [Campbell and Pinto, 1994]. Scratches or denting during the cleaning
procedure reduces the element to scrap.
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18.

19.

20.

21.

According to [Campbell and Pinto, 1994], “transducers which are returned for
calibration have been found on many occasions to contain large quantities of |u-
bricating type oil, which has the effect of stopping the transducer vibrating. The
presence of this liquid usually indicates a problem with the lub oil seals of the
export compressors’.

In the present calculation example this uncertainty contribution is neglected for

the Solartron 7812 densitometer. That is, the uncertainty contribution to
u( P, )Which isrelated to condensation is set to zero.

Corrosion, U(p,): In the instrument manual it is stated that [Solartron,

1999; 81.3.3] “Corrosion will degrade the long term stability, and care should be
taken to ensure that the process gas is suitable for use with materials of con-
struction.” In the present calculation example this uncertainty contribution is

neglected for the Solartron 7812 densitometer. That is, the uncertainty contribu-
tionto u( p,,.. ) whichisrelated to corrosion is set to zero.

Gas viscosity, u(p,,.. ): Viscosity has the effect of damping al vibrating-
element transducers which causes a small over-reading in density. For gas den-
sitometers the effect of viscosity is so small that it is virtualy impossible to
measure at anything but very low densities [Matthews, 1994]. In the present cal-
culation example this uncertainty contribution is neglected for the Solartron
7812 densitometer. That is, the uncertainty contribution to u( p,,.. ) which is

related to gas viscosity is set to zero.

Vibration effects, u(p,,.. ): In the instrument manual it is stated that [Solar-

tron, 1999; 83.8] “The 7812 can tolerate vibration up to 0.5g, but levels in ex-
cess of this may affect the accuracy of the readings. Use of anti-vibration gasket
will reduce the effects of vibration by at least a factor of 3, at levels up to 10g
and 2200 Hz". In the present calculation example this uncertainty contribution

is neglected for the Solartron 7812 densitometer. That is, the uncertainty contri-
bution to u( p,,.. ) Which isrelated to vibration effectsis set to zero.

Power supply effects, u( 0., ): In theinstrument manual it is stated that [So-

lartron, 1999; 83.8] the 7812 is insensitive to variations in power supply. In the
present calculation example this uncertainty contribution is neglected for the

Solartron 7812 densitometer.  That is, the uncertainty contribution to
u( P, )Which isrelated to power supply effectsis set to zero.
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22. Sef induced heat effects, u( 0. ):

[Solartron, 1999; 83.8] “since the power consumption is extremely small, the
self induced heat may be neglected”. In the present calculation example this un-

certainty contribution is neglected for the Solartron 7812 densitometer. That is,
the uncertainty contribution to u( p,;.. ) which isrelated to heating is set to zero.

In the instrument manudl it is stated that

Table4.11. Sample uncertainty budget for the measurement of the gas density using the Solartron 7812 Gas
Density Transducer [Solartron, 1999], calculated according to Eq. (3.14). (Corresponds to Figs.

5.9 and 5.23.)

Input uncertainty

Combined uncertainty

Source Expand. Conf.level | Cov. Standard Sens.
uncert. & fact., | uncertainty coeff. Variance
Distribut. k
Densitometer “accu- 0.11 kg/m*® | 95% (norm) | 2 0.0618 kg/m® | 0.989734 | 3.745[10°° (kg/m®)>?
racy”, U(p, )
Repeatability,U( D,q, ) | 0.04kg/m® | 95% (norm) | 2 0.02kgm® |1 4.0010* (kg/m®)?
Calibration temperature, | 0.1°C 95 % (norm) | 2 0.05°C -0.000274| 1.88110% (kg/m®)?
U(T.)
Line temperature, U(T) | 0.15°C 95 % (norm) | 2 0.0765 °C 0.252576 | 3.7300™* (kg/m?)?
Densitometer tempera- 0.15°C 95 % (norm) | 2 0.0765°C 0.253875 | 3.77010* (kg/m®)?
ture, U(T, )
Line pressure, U(P) 0.16 bar 95 % (norm) | 2 0.08 bar -0.000163| 1.71107° (kg/m?)?
Pressure difference, den- | 20 mbar 100% (rect) | /3 | 0.0115bar  |-0.816037| 8.88110° (kg/m°)?
sitometer-line, U (4P, )
VOS, cdibration gas, 1ms 100 % (rect) | /3 0.577 m/s -0.00394 | 5.18110° (kg/m®)?
U(c,)
VOS, densitometer gas, | 1 /s 100 % (rect) | /3 0.577 m/s 0.002365 | 1.87(10° (kg/m°)?
U(c,)
Periodic time, U(7) 0.1ps 100% (rect) | /3 | 0.0577 us -0.000611| 1.24010° (kg/m°)?
Model constant, U(K,) |2100um | 100 % (rect) | /3 1212 um 1.8910° | 5.25[10* (kg/m*)?
Temperature correction | 0.048 kg/m®| 95 % (norm) | 2 0.024kg/m® |1 576010 (kg/m°)?
model, U( Dy )
Miscell. uncertainty Neglected 0 kg/m® 1 0 (kg/m®)?
contributions, U( 0, )
Sum of variances u(p) 6.09200°2 (kg/m°)?
Combined standard uncertainty U, (2) 0.07805 kg/m®
Expanded uncertainty (95 % confidence level, k = 2) u(p) 0.1561 kg/m®
Operating density p 81.62 kg/m®
Relative expanded uncertainty (95 % confidence level) u(p)/p 0.19%
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4.2.5

4.3

23. Sample line flow effects, u( 0, ): According to [Matthews, 1994], “All reso-

nant element sensors will be affected by flow rate in some way. Asflow ratein-
creases, the output will generally give a positive over-reading of density and the
readings will become more unstable. However this effect is very small and pro-
viding the manufacturers recommendations are followed then the effects can be
ignored”. In the present calculation example this uncertainty contribution is ne-

glected for the Solartron 7812 densitometer. That is, the uncertainty contribu-
tionto u( p,,.. ) which isrelated to flow in the density samplelineis set to zero.

A sample uncertainty budget is given in Table 4.11 for evaluation of the expanded
uncertainty of the pressure measurement according to Eq. (3.14). The figures used for
the input uncertainties are those given in the discussion above.

The calculated relative expanded uncertainty (specified at a 95 % confidence level
and anormal probilility distribution, with k = 2, cf. Section B.3) is0.19 %. Note that
this value is calculated under the assumption that the input uncertainties taken from
the [Solartron, 1999] data sheet corresponds to a 95 % confidence level (k= 2). As
Solartron has not specified k, this is an assumption, and another coverage factor k
would alter the densitometer uncertainty. The relative expanded uncertainty value
calculated above is further used in Section 4.6.

Calorificvalue

The relative expanded uncertainty of the superior (gross) caorific value, kLE,_, is

here taken to be 0.15 %, at a 95 % confidence level and a normal probability distri-
bution (k = 2, cf. Section B.3). Thisfigureisnot based on any uncertainty analysis of
the calorific value estimate, but is taken as a tentative example [ Sakariassen, 2001],
at alevel corresponding to NPD regulation requirements [NPD, 2001] (cf. Section
C.1). Thisvaueisfurther used in Section 4.6.

Flow calibration uncertainty

The relative combined standard uncertainty of the USM flow calibration, E_,, is

given by Eqg. (3.16). This expression is evaluated in the following. As described in
Section 3.3, it accounts for the contributions from the flow calibration laboratory, the
deviation factor, and the USM repeatability in flow calibration.
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43.1

4.3.2

Flow calibration laboratory

The expanded uncertainty of current high-precision gas flow calibration laboratories
is taken to be typically 0.3 % of the measured value®s, at a 95 % confidence level and
anormal probability distribution (k = 2, cf. Section B.3). Assuming that this figure

applies to al the M test flow rates, as an example, one obtains E;, =
V(@ )/ [0 l/2 = 03%/2 =0.15%, j=1, ..M.

Deviation factor

For agiven application, the deviation data Dev ;, ] = 1, ..., M, are to be specified by

the USM manufacturer.

As an example evaluation of the uncertainty of the deviation factor esti matel%dev,j ,

the AGA-9 report results given in Fig. 2.1 are used here. The example serves to il-
lustrate the procedure used for evaluation of E

dev, j

Table4.12. Evaluationof E for the AGA-9 example of Fig. 2.1. (Corresp. to parts of Fig. 5.11.)

Kde»/.j

Test flow Test flow rate %
rate no. Kgov, Deve, EKdew
1 Olin 1.01263 0.01263 0.720 %
2 0.10 Qo 1.00689 0.00689 0.395 %
3 0.25 Qrax 0.99991 - 0.00009 0.005 %
4 0.40 Qo 0.99995 - 0.00005 0.003 %
5 0.70 Orax 0.99937 - 0.00063 0.036 %
6 Omax 0.99943 - 0.00057 0.033 %

Table 4.12 gives Rdev,j , Dev;; and E,  for this example, caculated for theM = 6

Kdev,j

test flow rates discussed in the AGA-9 report, according to Egs. (2.8), (2.10) and
(3.18), respectively. Input data for these calculations are given in [AGA-9, 1998;
Appendix D]. As described in Section 3.3.2, the expanded uncertainty U(K, ;) is

taken to be equal to ‘DevC, j ‘ , and a Type B uncertainty is assumed, at a 100 % confi-
dence level and arectangular probability distribution within the range + Dev, ; (k=

/3, cf. Section B.3).

95 Some flow calibration laboratories operate with flow rate dependent uncertainty figures, such as
Bernoulli/Westerbork and Advantica [Sakariassen, 2001].
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4.3.3

4.3.4

USM repeatability in flow calibration

The repeatability of current USMs is typically given to be 0.2 % of measured value,
cf. e.g. [Daniel, 2000], [Kongsberg, 2000], cf. Table 6.1. In practice, the repeatabil-
ity may be expected to be flow rate dependent, - however any dependency on flow
rate is not specified by manufacturers.

The repeatability in flow calibration is also to include the repeatability of the flow
laboratory reference measurement. As this value may be difficult to quantify, and is
expected to be significantly less than 0.2 %, the 0.2 % figure is here taken to repre-
sent both repeatabilities.

Confidence level and probability distribution are unfortunately not available from
USM manufacturer data sheets, cf. Chapter 6. Assuming that this repeatability figure
corresponds to a 95 % confidence level at anormal probability distribution (k = 2, cf.
Section B.3)%, and to all the M test flow rates, one obtains E =

rept,j
U@ )/ |as /2 =02%/2=01%, j=1,...M.

Summary - Expanded uncertainty of flow calibration

Sample uncertainty budgets are given in Tables 4.13 and 4.14, for evaluation of the
expanded uncertainty of the flow calibration according to EQ. (3.16). The figures
used for the input uncertainties are those given in the discussion above. Note that in
each table only a single test flow rate is evaluated®’. Tables 4.13 and 4.14 apply to
test flow rates 0.100max and 0.700max, respectively, cf. Table 4.12.

The calculated relative expanded uncertainties (specified at a 95 % confidence level
and a normal probability distribution, with k = 2, cf. Section B.3) are 0.87 % and
0.36 %, for test flow rates 0.100max and 0.700max, respectively. These values are fur-
ther used in Section 4.6.

9%  |f the repeatability figure of 0.2 % corresponds to the standard deviation of the flow rate reading,

acoverage factor k = 1 isto be used.

o7 In the program EMU - USM Fiscal Gas Metering Sation, uncertainty evaluation is made for all

test flow rates, cf. Section 5.9.
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Table 4.13. Sample uncertainty budget for USM flow calibration (example), calculated according to Eq. (3.16),
for asingle test flow rate, 0.10q, (cf. Table 4.12). (Correspondsto Fig. 5.11.)

Input uncertainty Combined uncertainty
Source Relative Conf.level | Cov. Relative Rel. Relative
expanded & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Flow calibration 0.3% 95 % (norm) | 2 0.15% 1 2.2510°
laboratory (Section 4.3.1)
Deviation factor 0.69 % 100 % (rect) | /3 0.395 % 1 15.60010°°
(Table 4.12)
USM repeatability in flow | 0.2 9 95 % (norm) | 2 0.1% 1 1.00010°
calibration (Section 4.3.3)
Sum of relative variances E2, 18.8510°
Relative combined standard uncertainty Ec 0.434 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k[E_, 0.87 %

Table 4.14. Sample uncertainty budget for USM flow calibration (example), calculated according to Eq. (3.16),
for asingle test flow rate, 0.700. (cf. Table 4.12).

Input uncertainty Combined uncertainty
Source Relative Conf.level | Cov. Relative Rel. Relative
expanded & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Flow calibration 0.3% 95 % (norm) | 2 0.15% 1 2.2510°
laboratory (Section 4.3.1)
Deviation factor 0.072 % 100 % (rect) | /3 0.036 % 1 1.300107
(Table 4.12)
USM repeatability in flow | 0.2 % 95 % (norm) | 2 0.1% 1 1.00010°®
calibration (Section 4.3.3)
Sum of relative variances E2, 3.38110°
Relative combined standard uncertainty Ec 0.183 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k[E_, 0.37 %

44  USM field uncertainty

The relative combined standard uncertainty of the USM in field operation, E g, , IS

given by Eq. (3.19), and is evaluated in the following. Asdescribed in Section 3.4, it
accounts for the contributions from the USM repeatability in field operation, and ef-
fects of changes in conditions from flow calibration to field operation (systematic ef-
fectsrelated to meter body dimensions, transit times and integration method).

441 Repeatability (random transit time effects)

The relative combined standard uncertainty representing the repeatability of the USM
in field operation, E is given by Egs. (3.41) and (3.45), and is due to random

rept 1
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transit time effects. In this description, one has the option of specifying either E
or u(t;*™™"), cf. Section 3.4.2 and Table 3.8. Both types of input are addressed
here.

Alternative (1), Specification of flow rate repeatability: In the first and simplest ap-
proach, the repeatability of the flow measured rate, E, , is specified direcly, using
the USM manufacturer value, typically 0.2 % of measured value, cf. e.g. [Danid,
2000], [Kongsberg, 2000], Table 6.1. In practice, the repeatability of the flow rate
may be expected to be flow rate dependent, cf. Section 3.4.2, - however a possible

dependency on flow rate is not specified in these USM manufacturer data sheets.

Confidence level and probability distribution for such repeatability figures are un-
fortunately not available in USM manufacturer data sheets, cf. Chapter 6. Assuming
that this repeatability figure corresponds to a 95 % confidence level at a normal

probability distribution (k = 2, cf. Section B.3), and to al the M test flow rates, one
obtains E,,, =0.2%/2 =0.1%, at al flow rates, cf. Table 4.15 %,

Table 4.15. Sample uncertainty budget for the USM repeatability in field operation (example), for the sim-
plified example of constant E,,, over the flow rate range. (Correspondsto Fig. 5.12.)

rept

Test Test Test Rel. exp. Conf.level | Cov. Relative Rel. exp.
rate flow flow uncertainty & fact., standard uncertainty
no. velocity rate KE et Distribut. k uncertainty, | (95% c.l.)
(repeatability) E et 2E o

1 0.4mM/s | Quin 02% 95 % (norm) 2 0.1% 0.2%

2 1.0m/s | 0.10 Quex “ ! “ “ “

3 2.5m/s | 0.25 Quex

4 4.0m/s | 0.40 Qrex

5 7.0m/s | 0.70 Quex

6 10.0M/S | Qmex

Alternative (2), Specification of transit time repeatability: In the second approach,
E,x iscaculated from the specified typical repeatability of the transit times, repre-

sented by u(t,;*" ), the standard deviation of the measured transit times (after pos-

sible time averaging), at the flow rate in question. Normally, data for u(t;*") are

today not available from USM manufaturerer data sheets. However, such data
should be readily available in USM flow computers, and may hopefully be available
also to customers in the future.

98 Note that the simplification used in this example calculation is not a limitation in the program

EMU - USM Fiscal Gas Metering Sation. In the program, E,_, can be specified individually at

rept
each test flow rate, cf. Section 5.10.1. If only asingle value for E
atypical situation), thisvalueisused at all flow rates.

e 1S @vailable (which may be
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To illustrate this option, a simplifed example is used here where the standard devia-
tion u(t;*™) istaken to be 2.5 ns, at all paths and flow rates. Note that in practice,
the repeatability of the measured transit times may be expected to be flow rate de-
pendent (increasing at high flow rates, with increasing turbulence). The repeatability
may aso be influenced by the lateral chord position. Consequently, this example
value represents a simplification, as discussed in Section 3.4.2 9.

For this example then, Table 4.16 gives E,_, at the same test flow rates as used in

rept

Table 4.12, calculated according to Egs. (3.41), (3.43) and (3.45).

Table 4.16. Sample uncertainty budget for the USM repeatability in field operation (example), calculated according to Egs.
(3.41), (3.43) and (3.45), for the simplified example of constant U(t;*™™) = 5 ns over the flow rate range.
(Correspondsto Fig. 5.13.)

Test Test Test Expanded Conf.level | Cov. Standard Rel. comb. Rel. exp.
rate flow flow uncertainty, & fact., | uncertainty, standard uncertainty
no. velocity rate U (f fandom Distribut. k u(trademy | uncertainty, [ (95% cl.),
(repeatability) E e 2E o
1 04M/s | Qmin 5ns 95 % (norm) 2 2.5ns 0.158 % 0.316 %
2 1.0nVs | 0.10 Oyex i} “ “ “ 0.063 % 0.126 %
3 25m/s | 0.25 Qe i} “ “ “ 0.025 % 0.050 %
4 4.0m/s | 0.40 Quex i} “ “ “ 0.016 % 0.031 %
5 7.0M/s | 0.70 Quex i} “ “ “ 0.009 % 0.018 %
6 10.0M/S | Oex i} “ “ “ 0.006 % 0.012%
In Sections 4.4.6 and 4.6, Alternative (1) above is used (Table 4.15), i.e. with speci-
fication of the manufacturer value E,, =0.2%.
442 Meter body

The relative combined standard uncertainty of the meter body, E,, ,, is given by

Eqg. (3.21), and is evaluated in the following. Only uncorrected changes of meter
body dimensions from flow calibration to field operation are to be accounted for in
Ebody,A .

The user input uncertainties to E,, , are the standard uncertainties of the tempera-
ture and pressure expansion coefficients, u(a) and u( ﬁ) , respectively, cf. Section
3.4.1. With respect to pressure and temperature correction of the meter body dimen-

99 Note that the simplification used in this example calculation is not a limitation in the program
EMU - USM Fiscal Gas Metering Sation. In the program, u(t;™*™) can be specified individu-
aly at each test flow rate, cf. Section 5.10.
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sions from flow calibration to field operation, two options have been implemented in
the program EMU - USM Fiscal Gas Metering Sation: (1) P and T corrections of the
meter body are not used by the USM manufacturer, and (2) P and T corrections are
used. Both cases are described in the calcul ation examples addressed here.

Alternative (1), P & T correction of meter body not used: When pressure and tem-
perature corrections are not used, the dimensional change (expansion or contraction)
of the meter body itself becomes the uncertainty, cf. Section 3.4.1. The contributions
to the combined standard uncertainty of the meter body are described in the follow-

ing.

1. Pressure expansion coefficient, u(,@): Eq. (2.19) is based on a number of ap-
proximations that may not hold in practical cases. First, there is the question of
which model for B that is most correct for a given installation (pipe support), cf.
Section 2.3.4 and Table 2.6. Secondly, there is the question of the validity of the

linear model used for Kp, cf. Eg. (2.17). Here a tentative figure of 20 % for
U( B)istaken, as an example. Sisthere given from Eq. (2.19) and Table 4.3 as

£ =0.154/(8.4010° 210° ) bar™ = 9.166[10° bar’. Assuming a Type B un-
certainty, at a 100 % confidence level and a rectangular probability distribution
within the range +20 % (k = /3, cf. Section B.3), one obtains u(B) =
U(3)/+/3 = 0.2[9.166 [10°° bar ™ /+/3 = 1.05848010° bar™.

2. Pressure difference, uC(Alsca, ): Inthe present example, the pressure difference
between flow calibration and line conditions is AP,, = 50 bar, cf. Table 4.2.
Without meter body pressure correction, and assuming 100 % confidence level
and a rectangular probability distribution within the range +50 bar (k = /3, cf.
Section B.3), the standard uncertainty due to the pressure difference is given
from Eq. (3.35) as u (4P, ) =|4P,, | /'3 = 50 bar /-/3 = 28.8675 bar.

3. Temperature expansion coefficient, u(@): For the uncertainty of the tem-
perature expansion coefficient (including possible inaccuracy of the linear tem-
perature expansion model) atentative figure of 20 % istaken here. Assuming a

Type B uncertainty, at a 100 % confidence level and a rectangular probability
distribution within the range +20 % (k = /3, cf. Section B.3), one obtains u(& )

=U(&)/v/3=020400°K /3= 1.6165810° K™,

4. Temperature difference, uc(AfCaJ ). In the present example, the temperature
difference between flow calibration and line conditions is A‘fca, =40 °C, cf. Ta
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ble 4.2. Without meter body temperature correction, and assuming a 100 % con-
fidence level and a rectangular probability distribution within the range +40 °C
(k= /3, cf. Section B.3), the standard uncertainty due to the temperature differ-

ence is given from Eq. (3.39) as u,(4T,, ) = |4T,, | /3 = 40°C//3 = 23.0940
0,
C.

From these basic input uncertainties, one finds, from Egs. (3.34) and (3.38) respec-
tively,

U (Kp ) = (4P, ) u>(B)+ B2u?(4P,)
= \/502 [1.0582% +9.1662 [28.86752 [10°° =2.6983M10*

(4.0)

U (Ky ) = (AT, 2 u(&) +a%u?( AT, )

(4.2
= /40% [1.616% + 147 [23.09402 [10™° = 3.297110™*

Since K, =1+9.166 (107 (50 = 1.00004583 and K, =1+ 14107 [0 = 1.00056
(cf. Egs. (333 and (337), one finds E. =u (K, )/\kp\
=26983(10/1.00004563 =  2697110*  ad  E =u (K;)/
=3.2971[10™*/1.00056 = 3.2952(10* (cf. Egs. (3.32).

3

Table 4.17. Sample uncertainty budget for USM meter body, calculated according to Egs. (3.21)-(3.40)
and Table 4.2 for meter body data given in Table 4.3, and no temperature and pressure cor-
rection of the meter body dimensions. (Correspondsto Fig. 5.15.)

Input Relative Conf.level | Cov. Relative
uncertainty expanded & fact., standard
uncert. Distribut. k uncertainty
Coefficient of linear 20% 100 % (rect) | /3 115%
temperature expansion, a
Coefficient of linear 20 % 100 % (rect) | /3 115%
pressure expansion, 3
Rel. comb. standard uncertainty, temperature correction, E,; 3.30110° %
Rel. comb. standard uncertainty, pressure correction, E,, 2.70010° %
Rel. comb. Rel. Rel. comb.
Contributionsto meter body uncertainty standard sens. standard
uncertainty | coeff. uncertainty
Meter body inner radius, E,, , 4.26[10° % 36 0.1533 %
Lateral chord positions, Egq 4 426M10°% |-06 | -0.0256 %
Inclination angles, E, .. -2.1M10% %
Relative combined standard uncertainty (sum) Epoay 4 0.1278 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k[E,,, , 0.26 %
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Egs. (3.29)-(3.30) yield En, =E,, =EZ% +EZ =4/2.69712 +3.2952% [10™ =
42582110, Insertion into Egs. (3.31) and (3.22)-(3.24) then leads to E s 2=0.1533
%, Egan=-0.0256 % and E, ., = -2.100"° %, giving E,, , = 0.1278 % from

Eq. (3.21). Table 4.17 summarizes these calculations,

angle, A

Alternative (2), P & T correction of meter body used: In the present description,
pressure and temperature corrections are assumed to be done according to Egs.
(2.13)-(2.19), cf. Section 2.3.4. The contributions to the combined standard uncer-
tainty of the meter body are described in the following.

1. Pressure expansion coefficient, u( ,23) . The uncertainty of the pressure expan-

sion coefficient is the same as for Alternative (1) above: u( B) = 1.05848010°
1

bar™.
2. Pressure difference, uC(AIADCaJ ): When meter body pressure correction is used,

the standard uncertainty due to the pressure difference is given from Eq. (3.36)
and Table 4.6 as u (4P, ) =+/2u (P) = +/2[0.078 =0.110 bar.

3. Temperature expansion coefficient, u(a): The uncertainty of the temperature
expansion coefficient is the same as for Alternative (1) above: u(a)=

1.6165810° K2,

4. Temperature difference, uC(A'fca, ) When meter body temperature correction

is used, the standard uncertainty due to the temperature difference is given from
Eq. (3.40) and Table 4.8 as u (AT, ) =+/2u(T) = ~/2[0.076 = 0.107 °C.

From these basic input uncertainties, one finds, from Egs. (3.34) and (3.38) respec-

tively,
U,(Kp ) =(4Py 2U?(B)+ B2uZ( 4P, ) 43)
= \/502 [1.05848” +9.1667 [0.110> [10™° =5.293410°
u (K, ) =+(4T,, )2u?(&)+&2u?( 4T,
Ky )= (AT P uP(@) +au(AT,) (4.4)

= /40% [1.61658° +14° [0.107° 10 =6.4681[10°°
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4.4.3

Since K, =1+9.166 [10° (50 = 1.0004583 and K, =1+14[10° [0 = 1.00056

(cf. Egs.

(333) and

=5.293410°/1.0004583
= 6.4681[107°/1.00056 = 6.464410° (cf. Egs. (3.32)).

(3.37)),

one

5.2909010°

finds

EKP :uc(KP)/IKPl

ad  Eq =u(K;)/IK |

Egs. (3.29)-(3.30) yield E.,=E;, =\/E,§P +EZ =/5.2009% + 6.4644° [10° =
8.3536[10°. Insertion into Egs. (3.31) and (3.22)-(3.27) then leads to E . a=0.0301
%, Egyga=-0.00509% and E

(3.21). Table 4.18 summarizes these calculations.

=-4.2110™° %, giving E,4,, = 0.025 % from Eq.

angle,A —

Table 4.18. Sample uncertainty budget for USM meter body, calculated according to Egs. (3.21)-(3.40)
and Table 4.2 for meter body data given in Table 4.3, and with temperature and pressure
correction of the meter body dimensions (according to Egs. (2.13)-(2.19)).

Input Relative Conf.level | Cov. Relative
uncertainty expanded & fact., standard
uncert. Distribut. k uncertainty
Coefficient of linear 20% 100 % (rect) | /3 115%
temperature expansion, a
Coefficient of linear 20 % 100 % (rect) | /3 115%
pressure expansion, 3
Rel. comb. standard uncertainty, temperature correction, E, 6.4610° %
Rel. comb. standard uncertainty, pressure correction, E,, 5.29010° %
Rel. comb. Rel. Rel. comb.
Contributionsto meter body uncertainty standard sens. standard
uncertainty | coeff. uncertainty
Meter body inner radius, E,q , 8.35M10° % 36 0.0301 %
Lateral chord positions, Egq 4 8.3510°% |-06 | -0.0050%
Inclination angles, E -4.210% %
Relative combined standard uncertainty (sum) Epody 4 0.0251 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k[E,,, , 0.05 %

In Section 4.4.6 and 4.6, Alternative (1) above is used (Table 4.17), i.e. with no P
and T correction of the meter body dimensions used by the USM manufacturer.

Systematic transit time effects

The relative combined standard uncertainty E;, . , is given by Egs. (3.42)-(3.44) and

(3.46). Only systematic deviations in transit times from flow calibration to field op-
eration are to be accounted for in E; ., (dueto e.g. P and T effects, drift/ageing, de-

posits at transducer fronts, etc.). Since such timing errors may in practice not be cor-
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rected for in current USMs, they are to be accounted for as uncertainties. Examples
of possible contributions are listed in Section 3.4.2.2.

Data for u(t>**™°) and u(t**™°) are today unfortunately not available from

USM manufaturerer data sheets, and the knowledge on systematic transit time effects
isinsufficient today. It is hoped that, as improved knowledge on such effects is be-
ing developed, such uncertainty data will be available in USM manufacturers data
sheets in the future, including documentation of the methods by which they are ob-
tained.

Consequenty, only a tentative calculation example is taken here. The contributions to
the combined standard uncertainty of the meter body are described in the following,
for the example of flow calibration at 10 °C and 50 bara (cf. Table 4.2).

1. Upstream transit time, u(t Y™ ): u(t2*™ )accounts for change in the up-
stream transit time correction relative to the value at flow calibration conditions.
This includes electronics/cable/transducer/diffraction time delay, possible trans-
ducer cavity delay, possible deposits at transducer front, sound refraction effects,

and change of such delayswith P, T and time (drift), cf. Table 3.8.

In the present example, it is assumed that all other effects than shift in transducer
delay can be neglected. It is assumed that the transducers have been "dry cali-
brated" at the same transducer distances as used in the USM meter body1. In
this example, the pressure and temperature differences from flow calibration to
line conditions are 50 bar and 40 °C. Measurement data from [Lunde et al.,
1999; 2000] indicate that for a temperature change of 35 °C a shift in transducer
delay of about 1-2 pus may not be unredistic e.g. for transducers with epoxy

front10l, Here, atentative value U (1. Y%™°) = 0.6 us = 600 ns s used as an ex-

ample (somewhat arbitrarily). Assuming a Type B uncertainty, at a 100 % con-
fidence level and a rectangular probability distribution within the range +600 ns
(k = /3, cf. Section B.3), one obtains u(fy*™)=uU(fyemic)/ /3=
600ns/+/3 = 346.41ns.

100 Note that if "dry calibration” is not made at the same transducer distances as used in the USM
meter body, diffraction effects may aso need to be taken into account when evaluating

u(fY*™°) [Lunde et al., 1999; 2000a; 2000b]. However, such effects are neglected in the pre-
sent example.

101 The shift will depend among others on the method used for transit time detection [Lunde et al.,
20004].
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4.4.4

2. Downstream transit time, u(t Y™ ): The difference between u(t "™ )and
u(t Y™ ) accounts for the uncertainty of the At-correction relative to the value
at flow calibration conditions (P & T effects, drift, etc.). Here, atentative value
U(t™™°) = 590 ns is used as an example (somewhat arbitrarily), corre-
sponding to an expanded uncertainty of the At-correction of 10 ns. Assuming a
Type B uncertainty, at a 100 % confidence level and a rectangular probability
distribution within the range £590 ns (k = V3, cf. Section B.3), one obtains
u(gmemie ) = y(iymic)/\3 = 590ns/+/3 = 340.64 ns.

Table 4.19 gives E, ., for this example, calculated at the same test flow rates as
usedin Table 4.12. Note that E; ., increases at low flow rates, due to the sensitivity
coefficients s, and s, which increase at low flow rates due to the reduced transit
time difference, cf. Egs. (3.43)-(3.44). At low flow rates E; ., is determined by
the uncertainty of the At-correction. At higher flow rates E is determined by the

time,A

uncertainty of the transit times themselves.

Table4.19. Uncertainty budget for the systematic contributions to the transit time uncertainties of
the 12" USM, calculated from Egs. (3.42)-(3.44) and (3.46). (Correspondsto Fig. 5.16.)

I nput Given Conf. level Cov. Standard
uncertainty expanded & fact., uncertainty
uncert. Distribut. k
U (£ 5emic) 600 ns 100 % (rect) | /3 346.41 ns
U (£ eemicy 590 ns 100 % (rect) | /3 340.64 ns
Test Test Test flow Rel. comb. Rel. exp.
rate no. flow rate standard uncertainty
velocity uncertainty, (95% cll.),
Eti me,A 2Etime,A
1 0.4M/s | Ouin 0.4206 0.841
2 1.0m/s | 0.10 Qmex 0.1197 0.239
3 2.5m/s | 0.25 Qmax 0.0007 0.001
4 4.0m/s | 0.40 Omax 0.0308 0.062
5 7.0m/s | 0.70 Qmax 0.0523 0.105
6 10.0M/S | Omax 0.0609 0.122

Integration method (installation effects)

The relative combined standard uncertainty accounting for instalation effects (the
integration method), E, ,, is given by Eq. (3.47). Only changes of installation con-

ditions from flow calibration to field operation are to be accounted for in E, ,. Ex-

amples of possible contributions are listed in Section 3.4.3, see also Table 3.8.
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4.4.5

4.4.6

In general, for a given type of meter, E, ,should be determined from a (preferably)

extensive empirical data set where the type of meter in question has been subjected
to testing with respect to various installation conditions (bend configurations, flow
conditioners, meter orientation rel. bend, etc., cf. Table 3.8). A great deal of instal-
lation effects testing has been carried out over the last decade, together with theoreti-
cal / numerical investigations of such effects. USM manufacturers (together with
flow calibration laboratories, users and research institutions) today posess a consid-
erable amount of information and knowledge on this subject. USM installation ef-
fectsistoday still asubject of intense testing and research.

However, data for E, ,are today not available from USM manufaturerer data sheets,
andE, , appears to be one of the more difficult uncertainty contributions to specify,

especially when it comes to traceability.

Consequenty, only a tentative uncertainty figure can be taken here. Asan example, a
figure of 0.3 % is used for the effect of changed installation conditions from flow
calibration to field operation. Assuming a 95 % confidence level and a normal prob-
ability distribution (k = 2, cf. Section B.3), one has E, , =0.3%/2 = 0.15 %. This

valueis further used in Sections 4.4.6 and 4.6.

Miscellaneous USM effects

Uncertainty contributions due to miscellaneous USM effects are discussed briefly in
Section 3.4.4. These are meant to account for USM uncertainties not covered by the
other uncertainty terms used in the uncertainty model, such as e.g. inaccuracy of the
USM functional relationship. In the present calculation example such miscellaneous
USM uncertainties are neglected. However, miscellaneous effects can be accounted
for in the program EMU - USM Fiscal Gas Metering Sation, cf. Section 5.10.2.

Summary - Expanded uncertainty of USM in field operation

The relative expanded uncertainty of the USM in field operation E g, is given by
Egs. (3.19)-(3.20), where the involved relative uncertainty terms E, ., Ey .4,
Eimes E 4, and E ;. areall evaluated in the sections above.

Sample uncertainty budgets are given in Tables 4.20 and 4.21, for evaluation of
E, e, according to these equations. Note that in each table only a single test flow
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rate is evaluatedl92, Tables 4.20 and 4.21 apply to test flow rates 0.10¢mx and

0.700max, respectively, cf. Table 4.12.

Table 4.20. Sample uncertainty budget for the USM in field operation (example), calculated according to Egs.
(3.19)-(3.20), for asingle test flow rate, 0.10qx. (Correspondsto Figs. 5.18 and 5.26.)

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
USM repeatability infield | 0.2% 95 % (norm) | 2 0.1% 1 1.00010°®
operation (Table 4.15)
Meter body uncertainty 0.26 % 95 % (norm) | 2 0.128 % 1 1.6400°
(Table4.17)
Systematic transit time 0.239% | 95% (norm) | 2 0.12 % 1 1.43010°
effects (Table 4.19)
Installation (integration) 0.3% 95 % (norm) | 2 0.15 % 1 2.25[10°
effects (Section 4.4.4)
Miscellaneous effects Neglected | - - - 1 0
(Section 4.4.5)
Sum of relative variances EZ,, 6.32010°
Relative combined standard uncertainty Eyau 0.251 %
Relative expanded uncertainty (95 % confidence level, k=2)  k[Eq, 0.50 %

Table 4.21. Sample uncertainty budget for the USM in field operation (example), calculated according to Egs.
(3.19)-(3.20), for asingle test flow rate, 0.70qx. (Correspondsto Figs. 5.18 and 5.26.)

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
USM repeatability infield | 0.2% 95 % (norm) | 2 0.1% 1 1.00010°®
operation (Table 4.15)
Meter body uncertainty 0.26 % 95 % (norm) | 2 0.128 % 1 1.6400°
(Table4.17)
Systematic transit time 0.105% | 95% (norm) | 2 0.052 % 1 2.74007
effects (Table 4.19)
Installation (integration) 0.3% 95 % (norm) | 2 0.15 % 1 2.25[10°
effects (Section 4.4.4)
Miscellaneous effects Neglected | - - - 1 0
(Section 4.4.5)
Sum of relative variances EZ,, 5.16410°
Relative combined standard uncertainty Eyau 0.227 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k[Eq, 0.45%

102

test flow rates, cf. Section 5.10.

In the program EMU - USM Fiscal Gas Metering Sation, uncertainty evaluation is made for all
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4.5

4.6

4.6.1

The calculated relative expanded uncertainties (specified at a 95 % confidence level
and a normal probability distribution, with k = 2, cf. Section B.3) are 0.50 % and
0.45 %, for test flow rates 0.10gmax and 0.700max, respectively. These values are fur-
ther used in Section 4.6.

Signal communication and flow computer calculations

Effects of uncertainties due to signal communication and flow computer calculations
are described briefly in Section 3.5. In the present calculation example such uncer-
tainties are neglected. However, both effects can be accounted for in the program
EMU - USM Fiscal Gas Metering Sation, cf. Section 5.11.

Summary - Expanded uncertainty of USM fiscal gas metering sta-
tion

In the following, the relative expanded uncertainty of the USM fiscal gas metering
station example is calculated, on basis of the calculations given above. Results are
given for each of the four measurands qy, Q, gm and Qe.

Volumetric flow rate, line conditions

The relative expanded uncertainty of the volumetric flow rate at line conditions E,
is given by Egs. (3.1) and (3.6), where the involved relative uncertainty terms E_, ,
Eiav » Ecomn @d E are evaluated in the sections above.

(¢ flocom

Sample uncertainty budgets for E, are given in Tables 4.22 and 4.23, for test flow

rates 0.10gmax and 0.700nax, respectively. For the present example, the calculated
relative expanded uncertainties (specified at a 95 % confidence level and a normal
probability distribution, with k = 2, cf. Section B.3) are 1.00 % and 0.58 %, for test
flow rates 0.100max and 0.700max, respectively.
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4.6.2

Table 4.22. Sample uncertainty budget for the USM fiscal gas metering station, for the volumetric flow rate at

line conditions, q, (example), calculated according to Egs. (3.1) and (3.6), for a single test flow
rate, 0.100.x. (Correspondsto Fig. 5.28.)

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Flow calibration 087% | 95% (norm) | 2 0.434 % 1 1.88M10°
(Table4.13)
USM field operation 0.50 95 % (norm) | 2 0.25% 1 6.32010°
(Table 4.20)
Signal commun. and flow | Neglected | - - - 1 0
computer (Section 4.5)
Sum of relative variances EZ 2.5110°
Relative combined standard uncertainty E,, 0.501 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k [E,, 1.00 %

Table 4.23. Sample uncertainty budget for the USM fiscal gas metering station, for the volumetric flow rate at
line conditions, ¢, (example), calculated according to Egs. (3.1) and (3.6), for a single test flow

rate, 0.700ux-

Input uncertainty

Combined uncertainty

Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.

Flow calibration 037% | 95% (norm) | 2 0.187 % 1 3.3510°

(Table4.14)

USM field operation 045% | 95% (norm) | 2 0.227 % 1 5.16010°

(Table4.21)

Signal commun. and flow | Neglected | - - - 1 0

computer (Section 4.5)
Sum of relative variances EZ 8.51410°
Relative combined standard uncertainty E,, 0.292 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k [E,, 0.58 %

Volumetric flow rate, standard r efer ence conditions

The relative expanded uncertainty of the volumetric flow rate at standard reference
conditions E, is given by Egs. (3.2) and (3.7), where the involved relative uncer-

tainty teems E., E;, E,,,0, Ews Euaus E

the sections above.

omm and E flocom

have been evaluated in

Sample uncertainty budgets for E, are given in Tables 4.24 and 4.25, for test flow

rates 0.100max and 0.700max, respectively. For the present example, the calculated
relative expanded uncertainties (specified at a 95 % confidence level and a normal
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probability distribution, with k = 2, cf. Section B.3) are 1.07 % and 0.70 %, for test

flow rates 0.100max and 0.700max, respectively.

Table 4.24. Sample uncertainty budget for the USM fiscal gas metering station, for the volumetric flow rate at
standard reference conditions, Q (example), calculated according to Egs. (3.2) and (3.7), for asin-

gle test flow rate, 0.10qx. (Correspondsto Fig. 5.29.)

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Pressure measurement, P | 0.16 % | 95% (norm) | 2 0.08 % 1 6.4007
(Table 4.6)
Temperature measurement, | 0.047 % | 95 % (norm) | 2 0.024 % 1 5.52010°®
T (Table4.8)
Compressibility, Z/Z, 0.339% | 95% (norm) | 2 0.170 % 1 2.87810°
(Table 4.9)
Flow calibration 087% | 95% (norm) | 2 0.434 % 1 1.88110°
(Table 4.13)
USM field operation 0.50 95 % (norm) | 2 0.25% 1 6.32010°
(Table 4.20)
Signal commun. and flow | Neglected | - - - 1 0
computer (Section 4.5)
Sum of relative variances E2 2.869010°
Relative combined standard uncertainty Eo 0.536 %
Relative expanded uncertainty (95 % confidence level, k=2)  k[E, 1.07 %

Table 4.25. Sample uncertainty budget for the USM fiscal gas metering station, for the volumetric flow rate at
standard reference conditions, Q (example), calculated according to Egs. (3.2) and (3.7), for asin-

gle test flow rate, 0.700 -

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Pressure measurement, P | 0.16 % | 95% (norm) | 2 0.08 % 1 6.4007
(Table 4.6)
Temperature measurement, | 0.047 % | 95 % (norm) | 2 0.024 % 1 5.52010°®
T (Table 4.8)
Compressibility, Z/Z, 0.339% | 95% (norm) | 2 0.170 % 1 2.878110°
(Table 4.9)
Flow calibration 037% | 95% (norm) | 2 0.183% 1 3.3510°
(Table 4.14)
USM field operation 045% | 95% (norm) | 2 0.227 % 1 5.16010°
(Table 4.21)
Signal commun. and flow | Neglected | - - - 1 0
computer (Section 4.5)
Sum of relative variances E2 1.208110°
Relative combined standard uncertainty Eo 0.348 %
Relative expanded uncertainty (95 % confidence level, k=2)  k[E, 0.70 %
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Mass flow rate

The relative expanded uncertainty of the mass flow rate E,, is given by Egs. (3.3)

and (3.8), where the involved relative uncertainty terms E ,, E_,, Eyqy, Equm
are evaluated in the sections above.

E

flocom

and

Table 4.26. Sample uncertainty budget for the USM fiscal gas metering station, for the mass flow rate, g, (ex-
ample), calculated according to Egs. (3.3) and (3.8), for a single test flow rate, 0.100.x. (Corre-

spondsto Figs. 5.27 and 5.30.)

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Density measurement, o 0.19% 95 % (norm) | 2 0.095 % 1 9.02510"
(Table4.11)
Flow calibration 0.87% | 95% (norm) | 2 0.434 % 1 1.88M10°
(Table4.13)
USM field operation 0.50 95 % (norm) | 2 0.25% 1 6.32010°
(Table 4.20)
Signal commun. and flow | Neglected | - - - 1 0
computer (Section 4.5)
Sum of relative variances E2 2.602010°
Relative combined standard uncertainty En. 0.510 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k[E,, 1.02 %

Table 4.27. Sample uncertainty budget for the USM fiscal gas metering station, for the mass flow rate, g, (ex-
ample), calculated according to Egs. (3.3) and (3.8), for asingle test flow rate, 0.700 -

Input uncertainty

Combined uncertainty

Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Density measurement, p 019% | 95% (norm) | 2 0.095 % 1 9.025107
(Table4.11)
Flow calibration 037% | 95% (norm) | 2 0.183 % 1 3.35010°
(Table4.134)
USM field operation 045% | 95% (norm) | 2 0.227 % 1 5.16010°
(Table4.21)
Signal commun. and flow | Neglected | - - - 1 0
computer (Section 4.5)
Sum of relative variances E2 9.413110°
Relative combined standard uncertainty = 0.306 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k[E, 0.61 %

Sample uncertainty budgets for E,, are given in Tables 4.26 and 4.27, for test flow

rates 0.100max and 0.700max, respectively. For the present example, the calculated
relative expanded uncertainties (specified at a 95 % confidence level and a normal
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4.6.4

probability distribution, with k = 2, cf. Section B.3) are 1.03 % and 0.63 %, for test
flow rates 0.100max and 0.700max, respectively.

Energy flow rate

The relative expanded uncertainty of the energy flow rate E, is given by Egs. (3.4)

and (3.9), where the involved relative uncertainty terms E;, E,, E,,,,, EHS, Ea s

Eiav » Ecomn @d E are evaluated in the sections above.

(¢ flocom

Sample uncertainty budgets for E, are given in Tables 4.28 and 4.29, for test flow

rates 0.100max and 0.700ax, respectively. For the present example, the calculated
relative expanded uncertainties (specified at a 95 % confidence level and a normal
probability distribution, with k = 2, cf. Section B.3) are 1.08 % and 0.71 %, for test
flow rates 0.100max and 0.700max, respectively.

Table 4.28. Sample uncertainty budget for the USM fiscal gas metering station, for the energy flow rate, Qe
(example), calculated according to Egs. (3.4) and (3.9), for asingle test flow rate, 0.10¢ . (Cor-
respondsto Fig. 5.31.)

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Pressure measurement, P 0.16 % 95 % (norm) | 2 0.08 % 1 6.400"
(Table 4.6)
Temperature measurement, | 0.047 % | 95 % (norm) | 2 0.024 % 1 5.52010®
T (Table 4.8)
Compressibility, Z/Z, 0.339% | 95% (norm) | 2 0.170 % 1 2.87810°
(Table 4.9)
Cdorific value, Hs 015% | 95% (norm) | 2 0.075 % 1 5.6310"
(Section 4.2.5)
Flow calibration 087% | 95% (norm) | 2 0.434 % 1 1.8810°
(Table 4.13)
USM field operation 0.50 95 % (norm) | 2 0.25% 1 6.32010°°
(Table 4.20)
Signal commun. and flow | Neglected | - - - 1 0
computer (Section 4.5)
Sum of relative variances EZ 2.926010°
Relative combined standard uncertainty E,. 0.541%
Relative expanded uncertainty (95 % confidence level, k=2)  k[E, 1.08 %
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Table 4.29. Sample uncertainty budget for the USM fiscal gas metering station, for the energy flow rate, g
(example), calculated according to Egs. (3.4) and (3.9), for asingle test flow rate, 0.700 .

Input uncertainty Combined uncertainty
Source Relative | Conf.level | Cov. Relative Rel. Relative
expand. & fact., standard sens. Variance
uncert. Distribut. k uncertainty | coeff.
Pressure measurement, P |1 0.16 % | 95% (norm) | 2 0.08 % 1 6.4007
(Table 4.6)
Temperature measurement, | 0.047 % | 95 % (norm) | 2 0.024 % 1 5.52010°®
T (Table 4.8)
Compressibility, Z/Z, 0.339% | 95% (norm) | 2 0.170 % 1 2.878110°
(Table 4.9)
Calorific value, Hs 015% | 95% (norm) | 2 0.075 % 1 5.630107
(Section 4.2.5)
Flow calibration 037% | 95% (norm) | 2 0.183 % 1 3.3510°
(Table4.14)
USM field operation 045% | 95% (norm) | 2 0.227 % 1 5.16[10°
(Table4.21)
Signal commun. and flow | Neglected | - - - 1 0
computer (Section 4.5)
Sum of relative variances E? 1.26510°
Relative combined standard uncertainty Eq, 0.356 %
Relative expanded uncertainty (95 % confidencelevel, k=2)  k [E,, 0.71%

4.7  Authors commentsto the uncertainty evaluation example

In the following, some overall comments to the above uncertainty evaluation exam-
ple are given, with respect to specification of input uncertainties. As described in
Section 1.3 (Table 1.5) and in Section 3.6, and also used above, the input uncertain-
ties are conveniently organized in eight groups, where each group corresponds to a
worksheet in the program EMU - USM Fiscal Gas Metering Station, cf. Chapter 5.

With respect to P, T and USM flow calibration, most of the necessary input uncer-
tainties are normally available from instrument data sheets and calibration certifi-
cates, USM manufacturer data sheets and flow calibration results, and the calibration
laboratory. For Z/Zy and p, parts of the necessary specifications of input uncertain-
ties have been available in data sheets or other documents. With respect to USM
field operation, only repeatability data have been available, - other significant input
uncertainties (at the "detailed level™) are not specified in the manufacturers data
sheets (cf. Chapter 6). Where manufacturer specifications have not been available,
more tentative input uncertainty figures have been used here.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 145

In the following, each of these eight groups is commented in some more detail, in
relation to the present example.

* Pressure measurement, P. Table 3.1 gives an overview of the input uncertainties
to be specified for the pressure measurement at the "detailed level”. Except for the
atmospheric pressure uncertainty, all input uncertainties used in the calculation ex-
ample have been available from the manufacturer data sheet [Rosemount, 2000], cf.
Section 4.2.1. The stability of the pressure transmitter clearly dominates the uncer-
tainty of the pressure measurement, cf. Table 4.6 and Figs. 5.4, 5.21. The influence
of the atmospheric pressure uncertainty, RFI effects, the transmitter uncertainty and
ambient temperature effects on the transmitter are relatively smaller.

» Temperature measurement, T. Table 3.2 gives an overview of the input uncer-
tainties to be specified for the temperature measurement at the "detailed level”. Ex-
cept for the stability of the Pt 100 element (which is taken from [BIPM, 1997]), all
input uncertainties used in the calculation example have been available from the
manufacturer data sheet [Rosemount, 2000], cf. Section 4.2.2. The stability of the
temperature transmitter dominates the uncertainty of the temperature measurement,
cf. Table 4.8 and Figs. 5.6, 5.22. Important are also the element and transmitter un-
certainy, RFI effects on the temperature transmitter, and the stability of the tempera-
ture element. The influence of ambient temperature effectsisrelatively smaller.

» Compressibility factor ratio calculation, Z/Z,. Table 3.3 gives an overview of
the input uncertainties to be specified for the compressibility ratio at the "detailed
level". The model uncertainty at line conditions (E, . ) has been taken from

[AGA-8, 1994]. At standard reference conditions, 1SO 6976 [ISO, 1995c] has been
used for the model uncertainty (E,, ). This means that the model uncertainty is
smaller at standard reference conditions than at line conditions. The analysis uncer-
tainties are in general more complicated to estimate, cf. Section 3.2.3.2. The present
example is based on a simplified Monte Carlo type of simulation with natural varia-
tions of the gas composition (at a level which has been observed in practice). At line
condition, the anaysis uncertainty (E, ,..) islarger than the model uncertainty in this
example, while the analysis uncertainty is shown to be negligible at standard refer-
ence conditions (E ), cf. Section 4.2.3 (Table 4.9) and Figs. 5.7, 5.23.

Z0,ana

» Density measurement, p. Table 3.4 gives an overview of the input uncertainties
to be specified for the density measurement at the "detailed level”. Some of the input
uncertainties used in the present example have been available from the manufacturer
data sheet [Solartron, 1999], or are calculated from other results (pressure and tem-
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perature uncertainties), cf. Section 4.2.4 and Table 4.10. However, a number of rele-
vant input uncertainties related to VOS and installation corrections have not been
available in data sheets, such as for the VOS at calibration conditions (c.), the VOS
at densitometer conditions (cy), the periodic time (7), the VOS correction constant
(Kg), and the pressure deviation between densitometer and line conditions (4Pg). In-
put figures for these are discussed in Section 4.2.4.

In the present example the "densitometer accuracy” u( p, ) totally dominates the un-

certainty of the pressure measurement, cf. Table 4.11 and Figs. 5.9, 5.24. Lessim-
portant are the repeatability, u( ,brept ), the uncertainty of the line temperature,

uc(f ), the densitometer temperature, u(fd ), the uncertainty of the VOS correction
constant, u( Rd ), and the uncertainty of the temperature correction model, u( fotemp ).

The uncertaintes of the line pressure measurement, u( I5) , the periodic time, u(7),
and the calibration temperature, u(fC ), appear to be negligible. The influences of

the pressure difference between densitometer and line conditions, u(éllsd ), and the
uncertaintes of the VOS in the calibration and densitometer gases, u(c, ) and u(c, ),

are also relatively small.

» Calorific value measurement, Hs. Table 3.5 gives the input uncertainty to be
specified for the calorific value measurement. Only the "overall level” is available at
present, - in general an uncertainty evaluation of the expanded uncertainty of the
calorific value would be needed. That has not been made here, due to the scope of
work for the Handbook (cf. Section 2.1). Only a tentative example value has been
used, corresponding to the NPD regulation requirements [NPD, 2001], cf. Section
4.2.5 and Fig. 5.10.

* USM flow calibration. Table 3.6 gives an overview of the three input uncertain-
ties to be specified for the USM flow calibration. The required input uncertainties
are available from flow calibration laboratories and USM manufacturers, cf. Section
4.3. In the present example, and in the low-velocity range, the deviation factor
clearly dominates the uncertainty of the USM flow calibration, cf. Table 4.13 and
Figs. 5.11, 5.25. Note that this result will depend largely on the actual correction
factor K used, i.e. the actual deviation curve, cf. Section 2.2.2 (Fig. 2.1). At higher
flow velocities, the uncertainty of the flow calibration laboratory and the USM re-
peatability dominate, cf. Table 4.14. That is, al three input uncertainties are signifi-
cant.
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» USM field operation. Table 3.8 gives an overview of the input uncertainties to be
specified for the USM in field operation (deviation relative to flow calibration con-
ditions). These are grouped into four groups: USM repeatability in field operation,
meter body uncertainty, uncertainty of systematic transit time effects, and the inte-
gration method uncertainty (installation effects). In the present example all four
groups contribute significantly to the uncertainty of the USM in field operation, cf.
Section 4.4, Tables 4.20, 4.21 and Figs. 5.18, 5.26. In general the latter two groups
are the most difficult to specify (only the USM repeatability is available from current
USM manufacturer data sheets), and tentative uncertainty figures have been used in
the present calculation example, to demonstrate the sensitivity to these uncertainty
contributions.

The four groups are commented in some more detail in the following.

Repeatability: The USM repeatability in field operation has been taken as a typical
figure from USM manufacturer data sheets (flow rate repeatability), cf. Section 4.4.1,
Table 4.15, and Figs. 5.12, 5.26. On lack of other data, the repeatability is taken here
to be independent of flow rate (which is probably a simplification). If aflow rate de-
pendent repeatability figure were available, that would be preferred. Alternatively,
the repeatability of the measured transit times could be pecified (standard devia
tions), cf. Section 3.4.2. However, such information is not available from data sheets
today, although it should be readily available from USM flow computers, cf. Chapter
6.

Meter body uncertainty: Pressure and temperature correction of the meter body di-
mensions are not used by all meter manufacturers today, cf. Table 2.6. In case of
pressure and temperature deviation from flow calibration conditions, this may lead to
significant measurement errors (in excess of the NPD requirements [NPD, 2001]), cf.
Section 2.3.4. As correction methods are available, cf. Table 2.6, such correction
might preferably be used on aroutinely basis.

Evauation of the meter body uncertainty involves specification of the two relative
uncertainty terms u(&)/| @ | and u(8)/| B], i.e. the uncertainties of the linear tem-

perature and pressure expansion coefficients, a and S, respectively, cf. Section 4.4.2.
These may often be difficult to specify, e.g. due to lack of data for u(a)/|&|, and
due to inaccuracy of the model(s) used for £, cf. Section 2.3.4. As these uncertainties

have not been directly available, only tentative uncertainty figures have been used in
the present example, cf. Table 4.18 and Fig. 5.15. Notethat for relatively large AP,
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and AT, (severd tens of bars and °C, as in the present example), the actual input

uncertainty figuresfor a and £ become important.

Systematic transit time effects. Information on uncorrected systematic transit time
effects and associated uncertainties are not available from USM manufacturers today,
cf. Chapter 6. It is difficult to specify representative uncertainty figures for these ef-
fects at present. Some knowledge is available, however (cf. e.g. [Lunde et al., 1999;
2000a; 20000]), but yet this knowledge is far from sufficient. More work is defi-
nitely required in this area. The uncertainty figure example used here (for 40 °C and
50 bar deviation from flow calibration conditions) are thus very tentative, but far
from unreadlistic, cf. Section 4.4.3, Table 4.19 and Figs. 5.16, 5.26. The example
shows that expanded uncertainties of systematic transit time effects of 600 and 590
ns (upstream and downstream, respectively) contribute by about 0.12 % to the ex-
panded uncertainty of the flow rate reading at 10 m/s, and 0.84 % at 0.4 m/s (Table
4.19 and Fig. 5.16)103, As an uncertainty figure this high-velocity vaue (0.12 %)
may at first glance appear to be small, but when remembering that it represents an
uncorrected systematic timing error, the resulting error in flow rate reading may over
time still represent a significant economic value [NPD, 2001]104,

Installation (integration) effects. Data on the uncertainty due specifically to instal-
lation effects are not available from USM manufacturer data sheets, cf. Chapter 6,
despite the considerable effort on investigating such effects made over the last dec-
ade. Such uncertainty data might preferably be based on a large number of tests and
simulations related to varying installation conditions, cf. Section 3.4.3. For the pres-
ent caculation example a tentative uncertainty figure has been used, cf. Section
4.4.4, and Figs. 5.17, 5.26.

» Signal communication and flow computer calculations. Table 3.7 gives an
overview of the input uncertainties to be specified related to signal communication
and flow computer calculations. Data on such uncertainties have not been available
from USM manufacturer data sheets. In the present example these uncertainties have
been neglected, cf. Section 4.5 (but can be accounted for in the program EMU - USV
Fiscal Gas Metering Station, cf. Fig. 5.27).

103 The uncertainty at 10 m/s is determined by the magnitude of these expanded uncertainties (about
600 ns), whereas at 0.4 m/s the uncertainty is determined by the difference between these ex-
panded uncertainties (10 ns).

104 The example used in Table 4.19 is by no means a “worst case”.
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» Gas metering station. For the uncertainty evaluation example described in Chap-
ter 4, the dominating contributions to the metering station's expanded uncertainty are
due to the deviation factor (at low flow velocities), the flow calibration laboratory,
the USM repeatability, the systematic deviations relative to flow calibration, the den-
sity measurement, and the compressibility factors, cf. Tables 4.22-4.29, and Figs.
5.27-5.31. The pressure and temperature measurement uncertainties are less impor-
tant, especialy the latter. It should be emphasized, however, that thisis an example,
and that especially with respect to the USM field operation uncertainties, a number
of input uncertainties have only been given tentative example values.
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5.

5.1

PROGRAM "EMU - USM FISCAL GASMETERING STATION"

The present chapter describes the Excel program EMU - USM Fiscal Gas Metering
Sation which has been implemented for performing uncertainty calculations of USM
fiscal gas metering stations. The program applies to metering stations equipped as
described in Section 2.1, and is based on the uncertainty model for such stations de-
scribed in Chapter 3.  Using the program, uncertainty evaluation can be made for the
expanded uncertainty of four measurands (at a 95 % confidence level, using k = 2):

» Actual volume flow (i.e. the volumetric flow rate at line conditions), gy,

» Standard volume flow (i.e., the volumetric flow rate at standard reference condi-
tions), Q,

* Massflow rate, qm, and

* Energy flow rate, ge.

In the following, the various worksheets used in EMU - USM Fiscal Gas Metering
Sation are presented and described, in the order they appear in the program. Exam-
ple values are those used in the uncertainty evaluation example given in Chapter 4.
This evaluation example follows closely the structure of the program, and may thus
to some extent serve also as a guideline to using the program, with respect to the
specification of input uncertainties.

General

Overal descriptions of the program EMU - USM Fiscal Gas Metering Sation are
given in Sections 1.2 and 1.3. In the following, some supplementary information is
given.

The program is implemented in Microsoft Excel 2000 and is based on worksheets
where the input data to the calculations are entered by the user. These “input work-
sheets’ are mainly formed as uncertainty budgets, which are continuously updated as
the user enters new input data. Other worksheets provide display of the uncertainty
calculation results, and are continuously updated in the same way.

With respect to specification of input parameters and uncertainties, colour codes are
used in the program EMU - USM Fiscal Gas Metering Station, according to the fol-
lowing scheme:
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» Black font: Vaue that must be edited by the user,
 Blue font10; Outputs from the program, or number read from another
worksheet (editing prohibited).

In the following subsections the worksheets of the program are shown and explained,
and the necessary input parameters are addressed with an indication of where in
Chapters 3 and 4 the input values are discussed.

Output data are presented in separate worksheets, graphically (curves and bar-charts),
and by listing. An output report worksheet is available, summarizing the main un-
certainty calculation results.

The expanded uncertainties calculated by the program may be used in the documen-
tation of the metering station uncertainty, with reference to the present Handbook (cf.
Appendix B.4). The worksheets are designed so that printouts of these can be used
directly as a part of the uncertainty evaluation documentation. They may also con-
veniently be copied into a text document06, for documentation and reporting pur-
poses. However, it must be emphasised that the inputs to the program (quantities,
uncertainties, confidence levels and probability distributions) must be documented
by the user of the program. The user must also document that the calculation proce-
dures and functional relationships implemented in the program (described in Chapter
2) arein conformity with the ones actually applied in the fiscal gas metering station.

With respect to uncertainty calculations using the present Handbook and the program
EMU - USM Fiscal Gas Metering Sation, the "normal” instrument uncertainties
(found in instrument data sheets, obtained from manufacturers, calibration laborato-
ries, etc.) are normally to be used. Possible malfunction of an instrument (e.g. loss of
an acoustic path in a USM, erronous density, pressure or temperature measurement,
etc.), and specific procedures in connection with that, may represent a challenge in

105 These colours refer to the Excel program. Unfortunately, in Figs. 5.1 - 5.33 the colours have not
always been preserved correctly when pasting from the Excel program into the present document
(“cut and paste special” with “picture” functionality).

106 For instance, by using Microsoft Word 2000, a “cut and paste special” with “picture” functional-
ity may be sufficient for most worksheets. However, for some of the worksheets the full work-
sheet is (for some reason) not being pasted using the “paste specia” with “picture” feature. Only
parts of the worksheet is copied. In this case use of the “paste special” with “bitmap” feature
may solve the problem.

However, if the Word (doc) file is to be converted to a pdf-file, use of the “bitmap”
feature results in poor-quality pictures. In this case it is recommended to first convert the Excel
worksheet in question into an 8-bit gif-file (e.g. using Corel Photo Paint 7), and then import the
gif-file as a picture into the Word document. The resulting quality is not excellent, but still use-
ful. (Thelatter procedure has been used here, for a number of the figures in Chapter 5.)
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5.2

this respect. However, if e.g. the instrument manufacturer is able to specify an (in-
creased) uncertainty figure for a mafunctioned instrument, the present Handbook
and the program may be used to calculate the uncertainty of the metering station also
in case of instrument malfunction.

In a practical work situation in the evaluation of a metering station, a convenient way
to use the program may be the following. After the desired input parameters and un-
certainties have been entered, the Excel file document may be saved e.g. using a
modified file name, e.g. “EMU - USM Fiscal Gas Metering Sation - MetSat1.xIs”,
“EMU - USM Fiscal Gas Metering Sation - MetSat2.xls’, etc. Old evaluations may
then conveniently be revisited, used as basis for new evaluations, etc. Thefilesizeis
about 1.4 MB.

Gas parameters

In the worksheet denoted “ Gas parameters’ shown in Fig. 5.1, the user enters data
for

3 =

EMU - USM Fiscal Gas Metering Station
Gas parameters

OPERATING CONDITIONS, METER RUN DENSITOMETER CONDITIONS

Line pressure (static), P 100 bara Temperature at density transducer, Ty °c
Line temperature, T E Velocity of sound, ¢ [(a15.24 |mis
Compressibility at line conditions, Z Indicated (uncorrected) gas density at density transducer, p, kg/m3
Velocity of sound (VOS), ¢ |I|m/s Calibration temperature, | °C
Gas density, p kg/m3 Calibration velocity of sound (VOS), ¢, 350 m/s
Ambient (air) temperature, Ty |I|"C

FLOW CALIBRATION CONDITIONS TEMPERATURE TRANSMITTER CONDITIONS

Flow calibration pressure, P.y bara Ambient (air) temperature at calibration °C
Flow calibration temperature, Tcy °C

STANDARD REFERENCE CONDITIONS PRESSURE TRANSMITTER CONDITIONS

Compressibility, Z, Ambient (air) temperature at calibration °C
Gross calorific value, Hg MJ/Sm3

Fig. 5.1. The “Gas parameters’ worksheet in the program EMU - USM Fiscal Gas Metering Station.
(Correspondsto Table 4.2.)

» The operating gas conditions of the fiscal gas metering station (in the meter run),
» The gas conditionsin the densitometer,
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» Thegas conditions at flow calibration of the USM,

» The ambient temperature at calibration of the pressure and temperature transmit-
ters,

» Some gas conditions at standard reference conditions.

The program uses these data in the calculation of the individual uncertainties of the
primary measurements, and in calculation of the combined gas metering station un-
certainty. The data used in the input worksheet shown in Fig. 5.1 are the same data
as specified in Table 4.2 for the calculation example given in Chapter 4.

USM setup parameters

With respect to USM technology, the program EMU - USM Fiscal Gas Metering
Sation can be run in two modes:

(A) Completely meter independent, and
(B) Weakly meter dependent.

Mode (A) corresponds to choosing the “overal level” in the “USM” worksheet (both
for the repeatability and the systematic deviation re. flow calibration), cf. Section
5.10. In this mode the “USM setup” worksheet does not need to be specified, since
thisinformation is not used in the cal culations!o7.

Mode (B) corresponds to using the “detailed level” in the “USM” worksheet (for the
repeatability and/or the systematic deviation re. flow calibration), cf. Section 5.10. In

this case some information on the USM is needed, since Mode (B) involves the cal-
culation of certain sensitivity coefficients related to the USM. These depend on ¢,

Yior Neej» W and Ry, i=1,...,N.

By “weakly meter independent” is here meant that the number of pathslo (N) and the
number of reflections for each path (N ;) need to be known. However, actual val-

ues for the inclination angles (@, ), lateral chord positions (y,,) and integration
weights (w.) do not need to be known. Only very approximate values for these

107 However, it is useful to give input to the “USM setup” worksheet in any case, since then one may

conveniently switch between the “overall level” and the “detailed level” in the “USM” worksheet.

108 The number of acoustic pathsin the USM can be set to any number in the range 1-10.
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guantities are needed (for the calculation of the sensitivity coefficients), as aso de-
scribed in Chapter 6, cf. Table 6.3.

The worksheet for setup of the USM parameters is shown in Fig. 5.2. The input pa-
rameters are: number of paths, integration method, inclination angles, number of re-
flections, lateral chord positions, integration weights, and meter body material data
(usually steel) (diameter, wall thickness, temperature expansion coefficient, and
Young's modulus). The worksheet and the program covers both reflecting-path and
non-reflecting-path USMs.

B3

EMU - USM Fiscal Gas Metering Station

USM setup

ULTRASONIC FLOW METER CONFIGURATION SPECIFICATIONS METER BODY MATERIAL DATA

Inner diameter (spoolpiece), at dry calibration 308 mm
Number of acoustic paths 2

4 Iﬂ Average wall thickness mm
Integration method:
USM configuration menu: Temperature expansion coefficient, alpha K'1
Program default configuration (Gauss - Jacobi) j
Young's modulus (modulus of elasticity), Y 2.00E+05 |MPa

Enter chosen configuration |

Save current settings as User defined configuration 1:

Save user defined configuration

Acoustic Inclination Number of Lateral chord Integration
path no. angle [deg] reflections position [y/R] weight
1 45 0 -0.809016994 0.138196601 Configuration name text box (user defined):
2 -45 0 -0.309016994 0.361803399
3 45 0 0.309016994 0.361803399 [ User defined configuration 1 |
4 -45 0 0.809016994 0.138196601

5 User defined configuration 2 |

S User defined configuration 3 |

5 User defined configuration 4

5 User defined configuration 5

Fig. 5.2. The“USM setup” worksheet in the program EMU - USM Fiscal Gas Metering Sation. (Data
partly taken from Table 4.3.)

With respect to the integration method, this concerns the path configuration data.
That is, inclination angles, number of reflections, lateral chord positions and integra-
tion weights, for each path. One may choose either “program default configuration”
(which is the Gauss-Jacobi integration method), or choose among one or severa
“user default values’ (up to 5). That means, the user can set up his own path con-
figuration(s) and store the data for later use. Thisis done by - for each path - filling
in the white boxes in the table to the left of the worksheet (inclination angles, num-
ber of reflections, lateral chord positions and integration weights). Then move to the
right hand side of the worksheet for storing of the chosen configuration: choose
among 1, 2, ..., 5 (for example “User default values no. 2), and give the desired ti-
tle of the path setup (for example “USM no. 2”). At alater time one may then obtain
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54.1

this stored configuration by going to the “integration method” box, choose the “User
default values no. 2", and press the “ Enter chosen configuration” button.

With respect to meter body data, these are usually stedl data, cf. Table 4.3.

Pressure measur ement Uncertainty

The worksheet “P” for evaluation of the expanded uncertainty of the pressure meas-
urement in the meter run is shown in Figs. 5.3 and 5.4, for the “overall level” and the
“detailed level”, respectively. These are described separately below.

Overall leve

When the “overall level” is chosen for specification of input uncertainties to calcula-
tion of the pressure measurement uncertainty, the user enters only the relative ex-
panded uncertainty of the pressure measurement, and the accompanying confidence
level / probability distribution, see Fig. 5.3. Cf. also Table 3.1.

E3
EMU - USM Fiscal Gas Metering Station
Pressure measurement in meter run

. . Overall input level
Select level of input: Detailed input level

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity

Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance

Pressure measurement | 0.16 |bar | 959% (normal) | | B | [ 008 Jbar| 1 | [ 0.0064 ]barz

Pressure Measurement Sum of variances, u(P)? bar2
Combined Standard Uncertainty, u.(P) bar
Expanded Uncertainty (95% confidence level, k=2), k u.(P) bar
Operating Static Pressure, P bar
Relative Expanded Uncertainty (95% confidence level, k=2), k Ep %

Fig. 5.3. The “P” worksheet in the program EMU - USM Fiscal Gas Metering Station, shown for the
“overall level” option.

This option is used e.g. when the user does not want to go into the “detailed level” of
the pressure measurement, or if the “detailed level” setup does not fit sufficiently




Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 156

5.4.2

well to the pressure transmitter at hand. The user must himself document the input
value used for the relative expanded uncertainty of the pressure measurement (the
“given uncertainty”), and its confidence level and probability distribution.

Detailed level

When the “detailed level” is chosen for specification of input uncertainties to calcu-
lation of the pressure measurement uncertainty, the user enters the uncertainty figures
of the pressure transmitter in question, in addition to the accompanying confidence
levels/ probability distributions. Cf. Table 3.1 and Section 3.2.1.

EMU - USM Fiscal Gas Metering Station
Pressure measurement in meter run

. X Overall input level
Select level of input: Detailed input level

DETAILED INPUT LEVEL

Type of instrument:

Maximum calibrated static pressure barg [
Minimum calibrated static pressure barg
Calibrated span bar
Upper Range Limit (URL) [138 Jbar
Ambient temperature deviation °C
Time between calibrations months
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance
Transmitter 0.05 %Span [ 99% (normay | | A ] [0.0116667 |Bar | 1 ] [0.0001361]bar?
Stability %URL/1year|  95% (normal) | | B ] [0069 Jear [ 1 ] [0.004761 |bar
RFI effects [ 01  ]%span [ 99% (normany | | A ] [0.0233333 ]Bar | 1 ] [0.0005444]bar?
Ambient temperature effect (C 0006 Jwure
+ 0.03 %Span ) | 99 % (normal) | | B | |0.0069714 [Bar | 1 | | 4.86E-05 |bar2
Atmospheric pressure o009 Jbar [ 99% (normal) | [ A ] [ 003 Jear [ 1 ] [0.0009 ]bar
| | | |bar | 95% (normal) | | B | | 0 |Bar | 1 | | 0 |barz
Pressure Measurement Sum of variances, Ug(P)’ barz
Combined Standard Uncertainty, uc(P) bar
Expanded Uncertainty (95% confidence level, k=2), k u.(P) bar
Operating Static Pressure, P bar
Relative Expanded Uncertainty (95% confidence level, k=2), k Ep %

Fig. 5.4. The “P” worksheet in the program EMU - USM Fiscal Gas Metering Station, shown for the
“detailed level” option. (Correspondsto Table 4.6 and Fig. 5.21.)
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5.5.1

In Fig. 5.4 the uncertainty data specified for the Rosemount 3051P Reference Class
Smart Pressure Transmitter [Rosemount, 2000] have been used, cf. Table 4.1. These
are the same as used in Table 4.6, see Section 4.2.1 for details. A blank field denoted
“type of instrument” can be filled in to document the actual instrument being evalu-
ated, for reporting purposes.

In addition to the input uncertainty values, the user must specify a few other data,
found in instrument data sheets. By selecting the “maximum” and “minimum cali-
brated static pressure’, the program automatically calculates the “calibrated span”.
The “URL” is entered by the user. The “ambient temperature deviation” is calcu-
lated by the program from data given in the “Gas parameters’ worksheet. Also the
“time between calibrations’ hasto be specified.

In addition to the “usual” pressure transmitter input uncertainties given in the work-
sheet, a“blank cell” has been defined, where the user can specify miscellaneous un-
certainty contributions to the pressure measurement not covered by the other input
cellsin the workshest.

The user must himself document the input uncertainty values used for the pressure
measurement (the “given uncertainty”), e.g. on basis of a manufacturer data sheet, a
calibration certificate, or other manufacturer information.

Temper atur e measur ement uncertainty

The worksheet “T” for evaluation of the expanded uncertainty of the temperature
measurement in the meter run is shown in Figs. 5.5 and 5.6, for the “overall level”
and the “detailed level”, respectively. These are described separately below.

Overall leve

When the “overall level” is chosen for specification of input uncertainties to calcula
tion of the temperature measurement uncertainty, the user specifies only the relative
expanded uncertainty of the temperature measurement, and the accompanying confi-
dence level / probability distribution, see Fig. 5.5. Cf. Table 3.2 and Section 3.2.2.

This option is used e.g. when the user does not want to go into the “detailed” level of
the temperature measurement, or if the “detailed level” setup does not fit sufficiently
well to the temperature element and transmitter at hand. The user must himself
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document the input value used for the relative expanded uncertainty of the tempera-
ture measurement (the “given uncertainty”), and its confidence level and probability
distribution.

EMU - USM Fiscal Gas Metering Station
Temperature measurement in meter run

. . Overall input level
Select level of input: Detailed input level

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance
Temperature measurement 0.15 °C [ 95% (normal) | | B ] [ 0075 Jc | 1 ] [[0.005625 ](°C)
Temperature Measurement Sum of variances, uy(T)? ("C)2
Combined Standard Uncertainty, u(T) °C
Expanded Uncertainty (95% confidence level, k=2), k u(T) °C
Operating temperature, T °C
Relative Expanded Uncertainty (95% confidence level, k=2), k E; %

Fig. 5.5. The “T" worksheet in the program EMU - USM Fiscal Gas Metering Station, shown for the
“overal level” option.

Detailed level

When the “detailed level” is chosen for specification of input uncertainties to calcu-
lation of the temperature measurement uncertainty, the user specifies the uncertainty
data of the temperature element and transmitter in question, together with the ac-
companying confidence levels / probability distributions. Cf. Table 3.2. The user
must himself document the input uncertainty values for the temperature measure-
ment, e.g. on basis of a manufacturer data sheet, a calibration certificate, or other
manufacturer information.

In Fig. 5.6 the uncertainty figures given for the Rosemount 3144 Smart Temperature
Transmitter [Rosemount, 2000] used in combination with a Pt 100 temperature ele-
ment, have been specified, cf. Table 4.1. These are the same as used in Table 4.8, see
Section 4.2.2 for details. A blank field denoted “type of instrument” can be filled in
to document the instrument evaluated, for reporting purposes.
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In addition to the input uncertainty data, the user must specify the “time between
calibrations’. The “ambient temperature deviation” is calculated by the program
from data given in the “ Gas parameters’ worksheet.

In addition to the “usual” temperature transmitter input uncertainties given in the
worksheet, a“blank cell” has been defined, where the user can specify miscellaneous
uncertainty contributions to the temperature measurement not covered by the other
input cells in the worksheet. The user must himself document the input value used
for the “miscellaneous uncertainty” of the temperature measurement, and its confi-
dence level and probability distribution.

E3
EMU - USM Fiscal Gas Metering Station
Temperature measurement in meter run

. . Overall input level
Select level of input: Detailed input level

DETAILED INPUT LEVEL

Type of instrument:

Ambient temperature deviation “c
Time between calibrations months
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance
Temperature element and transmitter [ 01  Jec [ 99 % (normal) | | A ] [0.0333333]c | 1 ] [0.0011111]cc)
Stability Max (__ 01  Jec
[ 01 Jwmvizamonths) [ 99% (normal) | | B ] [0.0538583]c | 1 ] [0.0029007]cc)y
RFI effects [ 01  |c | 99 % (normal) | | A | [0.0333333 |c | 1 | |0.0011111]¢c)y
Ambient temperature effect [00015 Jeerc [ 99 % (normal) [ B ] [ 001 Jc | 1] [[o00001 ]Jeor
Stability - temperature element 0.05 °c [ 95% (ormal) | | B ] [ 0025 Jc | 1 ] [[0.000625 Jcoy
[ ] | J'c [95 % (normal) | B ] | 0 e | 1 ] [ 0 Jcoy
Temperature Measurement Sum of variances, ug(T)? ("C)2
Combined Standard Uncertainty, u(T) °C
Expanded Uncertainty (95% confidence level, k=2), k uy(T) °C
Operating temperature, T °C
Relative Expanded Uncertainty (95% confidence level, k=2), k Ey %

Fig. 5.6. The“T" worksheet in the program EMU - USM Fiscal Gas Metering Station, shown for the
“detailed level” option. (Correspondsto Table 4.8 and Fig. 5.22.)

Compressibility factor uncertainty

The worksheet “Z” for evaluation of the expanded uncertainty of the compressibility
factor ratio Z/Z, is shown in Fig. 5.7. For each of Z and Z, two types of input un-
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certainties are to be specified; the model uncertainty and the analysis uncertainty. Cf.
Table 3.3 and Sections 3.2.3 and 4.2.3 for details.

For the model uncertainty, there is implemented an option of filling in the AGA-8
(92) model uncertainties for Z and Zo [AGA-8, 1994] or the ISO 6976 model uncer-
tainty for Zp [1SO, 1995c], on basis of pressure and temperature information given in
the “Gas parameters’ worksheet. Cf. Section 3.2.3. These are the model uncertain-
tiesused in Fig. 5.7. If another equation of state is used for one or both of Z and Z,
the input model uncertainty figures have to be filled in manually. The user must him-
self document the uncertainty values used as input to the worksheet, together with its
confidence level and probability distribution.

Michatans
ﬂ._ Hi ki b

EMU - USM Fiscal Gas Metering Station
Gas compressibility uncertainty

DETAILED INPUT LEVEL

Relative Relative
Given Relative Confidence Level Type of Standard Sensitivity Relative
Input variables Uncertainty (probability distr.) Uncertainty _ Uncertainty Coefficient Variance

MODEL UNCERTAINTY?

Z at line conditions: Fill in AGA-8 uncertainty (option) |

Z at std. conditions: Fill in AGA-8 uncertainty (option) | Z at std. conditions: Fill in ISO 6976 uncertainty (option) ‘
Gas compressibility factor at line conditions (Z) [ 0.1 |% [ 95 % (normal) [ A ] [[005000 ]% | 1 ] [ 0.00000025 ]
Gas compressibility tactor at standard conditions (Zo) [ 0.052 % [ 95 % (normal) [ A | 0.02600 % [ T ] | 6.76E-08 |
ANALYSIS UNCERTAINTY
Line conditions | 0.16 |% | Standard. ] [ A ] [[o0.16000 |%
1] [_0.00000256 |

Standard conditions [ 0 |oo [ Standard ] [ A 1 [ 0.00000 ]%
Gas compressibility calculation Sum of relative variances, (Ezmz)2 2.8776E-06

Relative Combined Standard Uncertainty, Ezq;z 0.001696

Relative Expanded Uncertainty (95% confidence level, k=2), k Ezo;z 0.3393 %
1) Re. model uncertainty: AGA-8 uncertainty used for the model uncertainty of Z (line conditions)

1SO 6976 uncertainty used for the model uncertainty of Z0 (standard reference conditions)

Fig. 5.7. The“Z" worksheet in the program EMU - USM Fiscal Gas Metering Sation. (Corresponds to
Table4.9.)

5.7  Density measurement uncertainty
The worksheet “Density” for evaluation of the expanded uncertainty of the density

measurement in the meter run is shown in Figs. 5.8 and 5.9, for the “overal level”
and the “detailed level”, respectively. These are described separately below.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 161

571 Overal leved

When the “overall level” is chosen for specification of input uncertainties to calcula-
tion of the density measurement uncertainty, the user specifies only the relative ex-
panded uncertainty of the density measurement, and the accompanying confidence
level and probability distribution, see Fig. 5.8. Cf. Table 3.4 and Section 3.2.4.

This option is used e.g. when the user does not want to go into the “detailed” level of
the density measurement, in case a different method for density measurement is used
(e.g. caculation from GC analysis), in case of a different installation of the densi-
tometer (e.g. in-line), or if the “detailed level” setup does not fit sufficiently well to
the densitometer at hand. The user must himself document the input value used for
the relative expanded uncertainty of the density measurement (the “given uncer-
tainty”), and its confidence level and probability distribution.

".’ah' Michaiien
ﬂ Rawich

EMU - USM Fiscal Gas Metering Station
Density measurement

lect level of i . Overall input level
Select level of input: Detailed input level

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty __Uncertainty Coefficient Variance

Density measurement [ 0.16  |kg/me [ 95 % (normal) [ B ] [ 0.08 Jkgmd 1 ] [0.0064 ](kg/m3)2

Density Measurement Sum of variances, u(p)? (kg/m3)2
Combined Standard Uncertainty, uc(p) kg/m3
Expanded Uncertainty (95% confidence level, k=2), k u.(p) o016 Jkgme
Operating Density, p kg/mE
Relative Expanded Uncertainty (95% confidence level, k=2), k Ep %

Fig. 5.8. The “Density” worksheet in the program EMU - USM Fiscal Gas Metering Sation, shown
for the “overall level” option.

572 Detailed level

When the “detailed level” is chosen for specification of input uncertainties to calcu-
lation of the density measurement uncertainty, the user specifies the uncertainty fig-
ures of the online installed vibrating element densitometer in question, in addition to
the accompanying confidence levels / probability distributions. Cf. Table 3.4. The
user must himself document the input uncertainty values for the density measure-
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ment, e.g. on basis of a manufacturer data sheet, a calibration certificate, or other

manufacturer information.

wy

Christian

Michelsen
m Research
EMU - USM Fiscal Gas Metering Station
Density measurement
B . Overall input level
Select level of input:
DETAILED INPUT LEVEL
Type of instrument:
Kig |
K19
ke [ 21000 Jurn
Co 50 mis
4 T
Given Confidence Level Type of Standard Sensitivity
Input variahle Uncertainty (probabhility distr.) uncertainty  Uncertainty Coefficient Variance

Densitometer accuracy
Repeatahility ken®
Calibration temperature, Teal
Line ternperature, T 0.1529 sl
Densitometer temperature, Ty 0.1529 "
Ling pressure, P 0.1599 har

Press. difference, densitometer to line, APy 0.0:

=

ar

W03, calibration gas, oo =

El

=

El

Y03, densitometer gas, oq
Periodic time, 7 uw

WS carrection constant, Ky 2100 Am

JelIafabi LTl

Temperature correction model 0.048 Kgn®

L4

1] Yecpim

[ 98 % momal) | | B | [0.0678323 Jwams] 08897335 | [0.0037 487 | tkymeF
[ 596 % fnormal) | | A ][ 002 kg 1 | [ 00004 |tkg/meF
[ os%momal) || A ][ 005 Je [-0.000274 jsgmarc  [1.884E-10|tkgim P
[00764718 e [0.2525762 | katnyec  [0.0003731] (kedmF
[COETTB e D257 Jghyre  [T0003769 ] feg/m)?
(00799305 Jbar [0.0001632 |tkanybar  [1.702E-10] tkafm
[100% ectangulay | [ B | [ 0011547 Jbar [-0816037 |pammeiwar [8.879E-05 |kyim?r
[ 100% ectanguiay | [ B | [05773503 s [ -0.00334 |owmmeyimisy|5.175E-06 |(kgim?P
[[100% (ectanguiay | [ B | [0.5773803 |mve [0.0023858 |oammeiomis) | 1.865E-06 |tkyimr
[ 100 % (rectangular) | | A | [0.057735 Jus [ -D.000611 |ikgm=pus [ 1.243E-09 ] (kevm
[100% (ectangulay | [ B | [1212.4356 [un [ 1.89E05 |pamum [0.0005252]kgim?r
[ 98 % momal) | | B | [ 0024 Jeamd 1 | [ 0.000676 |ikgimeF
[ %tomal  J[ & ][ 0 Jam{ 1 | [0 Jkgm

Density Measurement Sum of variances, ug(s)’

Combined Standard Uncertainty, ug(s)

Expanded Uncertainty (35% confidence level, k=2, k us(s)

Opetating Density, p

Relative Expanded Uncertainty (95% confidence level, k=2), k Ep

00080921 | kyy/mf
0.078052 |keym®
0.1551038 | kgim®

81.62  |koim®
01913 |%

Fig. 5.9. The “Density” worksheet in the program EMU - USM Fiscal Gas Metering Sation, shown
for the “detailed level” option. (Correspondsto Tables4.4 and 4.11, and Fig. 5.24.)

In Fig. 5.9 the uncertainty figures specified for the Solartron Model 7812 Gas Den-
sity Transducer [Solartron, 1999] have been used, cf. Table 4.1. These are the same
asused in Table 4.11, see Section 4.2.4 for details. A blank field denoted “type of in-
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strument” can be filled in to document the actual instrument being evaluated, for re-
porting purposes.

The input uncertainty of the line temperature (T), the densitometer temperature (Ty),
and the line pressure (P), are taken from the “T” and “P” worksheets. The uncer-
tainty due to pressure difference between line and densitometer conditions (4Py), is
calculated by the program, cf. Section 4.2.4.

In addition to the input uncertainty values, the user must specify four gas densitome-
ter constants, Kig, K19, Kg and 7, defined in Section 2.4. Cf. Table 4.4 and Section
4.2.4 for details. The “calibration VOS’, ¢, and the “densitometer VOS’, ¢y, are
taken directly from the “ Gas parameters’ worksheet.

In addition to the “usual” densitometer input uncertainties given in the worksheet, a
“blank cell” has been defined, where the user can specify miscellaneous uncertainty
contributions to the density measurement not covered by the other input cells in the
worksheet. The user must himself document the input value used for the “miscella
neous uncertainty” of the densitometer measurement, together with its confidence
level and probability distribution.

Calorific value uncertainty

The worksheet “Hs’ for evaluation of the expanded uncertainty of the superior
(gross) calorific value estimate is shown in Fig. 5.10.

==t
EMU - USM Fiscal Gas Metering Station
Calorific value at standard reference conditions

OVERALL INPUT LEVEL
Relative Relative

Given Relative Confidence Level Type of Standard Sensitivity Relative
Input variable Uncertainty (probability distr.) uncertainty Uncertaint: Coefficient Variance

Gross Calorific Value, Hs 015 % | 95%mormal) | | B | [ oors | | 1 | [ss625E07

Calorific Value Measurement Sum of relative variances, Eys’ 5.625E-07
Relative Combined Standard Uncertainty, Eyg 0.000750
Relative Expanded Uncertainty (95% confidence level, k=2), k Ey 0.1500 (%

Fig. 5.10. The “Hs’ worksheet in the program EMU - USM Fiscal Gas Metering Sation.
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Only the “overall level” is available. That means, the user specifies the relative ex-
panded uncertainty of the superior (gross) calorific value estimate, and the accompa-
nying confidence level and probability distribution, see Fig. 5.10. Cf. Sections 3.2.5
and 4.2.5 for some more details. The user must himself document the input value
used for the relative expanded uncertainty of the superior (gross) calorific value es-
timate (the “given uncertainty”), and its confidence level and probability distribution.

Flow calibration uncertainty

The worksheet “Flow cal.” for evaluation of the expanded uncertainty of the USM
flow calibration is shown in Fig. 5.11. First, the number (M) of flow calibration
points (calibration flow rates) is chosen, in the range 4 - 10. Flow data can then be
entered either as (a) flow velocity or (b) volumetric flow rate at line conditions.

ﬁ Christian
Michelsen

EMU - USM Fiscal Gas Metering Station
Flow calibration of USM

FLOW CALIBRATION UNCERTAINTIES
Number of calibration points: Ijljl
Enter flow data as Volumetric flow rate at line conditions

Flow velocity or Deviation Calibration laboratory USM repeatability

flow rate (corrected) uncertainty in flow calibration
Test rate
number Given rel. inty Given rel. inty
1 04 m/s 1.263 % 0.3 % 0.2 %
2 1 s 0.689 % 0.3 % 0.2 %
3 25 mis 0.009 kA 03 % 0.2 %
4 4 mfs 0.005 % 0.3 % 0.2 %
5 7 s 0.063 % 03 % 0.2 %
6 10 m/s 0.057 % 0.3 % 0.2 %
Conf. level (prob. distr.) Conf. level (prob. distr.)
95 % (normal 95 % (normal
Type of uncertain Type of uncertain
A A
Flow velocity or Relative Relative Relative Relative combined Relative
flow rate standard uncertainty standard uncertainty standard uncertainty i uncertainty
of deviation factor, of calibration lah., of USM repeatability of USM flow calibration, of USM flow calibration
Test rate Exdeu, Eqresj in flow calibration, Ecal 95 % conf. level, k=2)
numher Erepti k Ecal

1 04 mis 0.7201 kA 01500 % 0.1000 % 0.7423 % 1.4846 %
2 1 mfs 0.3951 % 01500 % 0.1000 % 0.4343 % 0.8685 %
3 25 s 0.0052 % 01500 % 0.1000 % 0.1804 % 0.3607 %
4 4 m/s 0.0023 % 01500 % 0.1000 % 0.1803 % 0.3606 %
5 7 s 0.0364 % 01500 % 0.1000 % 0.1839 % 0.3678 %
[} 10 mis 0.0329 kA 01500 % 0.1000 % 0.1833 % 0.3665 %

Fig. 5.11. The “Flow cal.” worksheet in the program EMU - USM Fiscal Gas Metering Station. (Cor-
respondsto Table 4.13, for the 1 m/s flow velocity.)

In the first column from the left, the user is to specify the M flow velocities (or flow
rates) for which flow calibration has been made. In Fig. 5.11 the example discussed
in Section 4.3 has been used, with M = 6 flow velocities specified, and flow veloci-
ties corresponding to the flow rates given in Table 4.12.
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In the second column from the left, the user is to specify the “Deviation (corrected)”
at the M calibration flow rates. That is, the corrected relative deviation Devcj, j = 1,
..., M, defined by Eq. (2.10). Note that this is the deviation after flow calibration
correction using the correction factor K, as described in Section 2.2. Cf. Sections
3.3.2,4.3.2and Table 4.12 for details.

In the third column from the left, the expanded uncertainty of the flow calibration
laboratory is to be specified at the M calibration flow rates, together with the accom-
panying confidence level / probability distribution. This uncertainty contribution may
be specified to be flow rate dependent, but in Table 4.12 and in Fig. 5.11 it has been
taken to be constant over the flow range (which may be a common approach, al-
though simplified). Cf. Sections 3.3.1 and 4.3.1 for details.

Finally, in the fourth column from the left, the repeatability of the USM in flow cali-
bration is to be specified at the M calibration flow rates, together with the accompa-
nying confidence level / probability distribution. This uncertainty contribution may
also be specified to be flow rate dependent, but in Fig. 5.11 it has been taken to be
constant over the flow range (which may be a common approach, although simpli-
fied). Cf. Sections 3.3.3 and 4.3.3 for details.

On basis of these input data, the expanded uncertainty of the USM flow calibration is

calculated as shown in Fig. 5.11, in a similar approach as shown in Tables 4.13 and
4.14 (for two of the six flow rates).

USM field uncertainty

The worksheet “USM” for evaluation of the expanded uncertainty of the USM in
field operation isbasically divided in two main parts:

e The“USM field repeatability”, and
» The uncertainty of uncorrected “USM systematic deviationsre. flow calibration”.

Both of these can be specified at an “overal level” and a “detailed level”, cf. Figs.
5.12 -5.18 below. Thetwo parts of the worksheet are described separately below.
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5.10.1 USM field repeatability

The “USM field repeatability” can be specified at an “overall level” and a “detailed
level”, corresponding to specifying (1) the repeatability of the indicated USM flow
rate measurement, and (2) the repeatability of the measured transit times, respec-
tively. Both can be given to be flow rate dependent. The two options are described
separately below.

5.10.1.1 Overall level

When the “overal level” is chosen for specification of the “USM field repeatability”,
this corresponds to specification of the repeatability of the measured flow rate for the
USM in field operation.

The user specifies the relative expanded uncertainty of the flow rate repeatability, for
the USM in field operation, at the M flow rates chosen in the worksheet “Flow cal.”,
together with the accompanying confidence level / probability distribution. Fig. 5.12
shows this option, for the same example as shown in Table 4.15. Cf. also Table 3.8
and Sections 3.4.2, 4.4.1.

USM Measurement in meter run

EMU - USM Fiscal Gas Metering Station

USM FIELD UNCERTAINTIES, consisting of REPEATABILITY and

SYSTEMATIC DEVIATIONS RELATIVE TO FLOW CALIBRATION

USM FIELD REPEATABILITY

Select level of input:

Detailed level (transit times)

Flow velocity or Given relative expanded Relative Relative
flow rate uncertainty standard uncertainty, Expanded Uncertainty
Test rate {repeatability) Erept (95% confidence level), k Erept

0.4 mis 0.2
1 mfs 0.2
25 mis 0.2

1 0.1000
2

3

4 4 mis 0.2

3

B

0.1000
0.1000
0.1000
0.1000
0.1000

0.200
0.200
0.200
0.200
0.200
0.200

7 mfs 0.2
10 mis 0.2

EE- - -
RRERRER

ER S

Canf. level (proh. distr.)
95 % (normal I
pe of uncertain

Fig. 5.12. Part of the “USM” worksheet in the program EMU - USM Fiscal Gas Metering Sation, re-
lated to the USM repeatability in field operation (shown for the “overall level” option;
specification of flow rate repeatability). (Corresponds to Table 4.15.)

The flow rate repeatability can be specified to be flow rate dependent, athough in
Fig. 5.12 it is taken to be constant over the flow rate (which in practice may be a
common approach, although simplified). For a given flow rate, the standard uncer-
tainty of the flow rate repeatability may simply be taken to be the standard deviation
of the flow rate measurements. The user must himself document the input value(s)
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used for the relative expanded uncertainty of the flow rate repeatability, together with
its confidence level and probability distribution, on basis of the USM manufacturer
data sheet or other manufacturer information.

5.10.1.2 Detailed level

When the “detailed level” is chosen for specification of the “USM field repeatabil-
ity”, this corresponds to specification of the repeatability of the mesured transit times
for the USM in field operation.

The user specifies the expanded uncertainty of random transit time variations (re-
peatability), for the USM in field operation, at the M flow rates chosen in the work-
sheet “Flow cal.”, together with the accompanying confidence level / probability
distribution. Fig. 5.13 shows this option, for the same example as shown in Table
4.16. Cf. dso Table 3.8 and Sections 3.4.2,4.4.1.

The transit time repeatability can be specified to be flow rate dependent, although in
Fig. 5.13 it is taken to be constant over the flow rate (which is a ssmplified approach,
cf. Section 3.4.2). At agiven flow rate, the standard uncertainty of the random transit
time variations may ssimply be taken to be the standard deviation of the transit time
measurements. The user must himself document the input value(s) used for the un-
certainty of the transit time repeatability, together with its confidence level and prob-
ability distribution, e.g. on basis of USM manufacturer information.

ﬁ Christian
Michelsen
m Research

EMU - USM Fiscal Gas Metering Station

USM Measurement in meter run

USM FIELD UNCERTAINTIES, consisting of REPEATABILITY and

SYSTEMATIC DEVIATIONS RELATIVE TO FLOW CALIBRATION

USM FIELD REPEATABILITY

Overall level {flow rate)
ed level (transit tim

Select level of input:

Detail

Flow velocity or Given expanded uncertainty Standard Relative combined Relative
flow rate of random time variations uncertainty standard uncertainty Expanded Uncertainty
Test rate (repeatability) {95% confidence level), k Erept

1 04 mis 5 ns 25000 ns 0156
2 1 mis 25000 ns 0.063
3 25 mis 25000 ns 0.026
4 4 fig 25000 ns 0.016
& 7 mis ns 25000 ns 0.009
5 10 més ns 25000 ns 0.006

0316
0126
0.060
0031
0018
0012

nfenfenfen| o
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Fig. 5.13. Part of the “USM” worksheet in the program EMU - USM Fiscal Gas Metering Sation, re-
lated to the USM repeatability in field operation (shown for the “detailed level” option;
specification of transit time repeatability). (Correspondsto Table 4.16.)
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5.10.2 USM systematic deviationsre. flow calibration

The uncertainty of uncorrected “USM systematic deviations re. flow calibration” can
be specified a an “overal level” and a “detailed level”. The two options are de-
scribed separately below.

5.10.2.1 Overall level

For specification of the “USM systematic deviations re. flow calibration” at the
“overdl level”, the user specifies the relative expanded uncertainty of all uncorrected
systematic deviations of the USM relative to flow calibration, see Table 3.8. Fig.
5.14 shows this option, for an example corresponding to the example given in Table
4.20. Cf. also Section 3.4.

=
O\ | packels

EMU - USM Fiscal Gas Metering Station

USM Measurement in meter run

USM FIELD UNCERTAINTIES, consisting of REPEATABILITY and

SYSTEMATIC DEVIATIONS RELATIVE TO FLOW CALIBRATION

USM FIELD REPEATABILITY

_— Overall level {flow rate)
Select level of input: Detailed lovel (transit times)

Flow velocity or Given relative expanded Relative Relative
flow rate uncertainty standard uncertainty, Expanded Uncertainty

Test rate {repeatability) Erept {95% confidence level), k Erept
number

1 04 mis 02 % 01000 % 0200 %

2 1 mis 0.2 % 0.1000 % 0200 %

3 25 s 02 % 0.1000 % 0200 %

4 [} mis 02 % 0.1000 % 0200 %

5 7 s 02 % 0.1000 % 0200 %

8 10 mis 02 % 0.1000 % 0200 %

Conf. level (prob. distr.)
96 % (normal)
Type of uncertain
USM SYSTEMATIC DEVIATIONS RE FLOW CALIBRATION
Select level of input:
OVERALL INPUT LEVEL
Relative
Given Relative Confidence Level Type of Standard

Input variable i {probability distr.) i i
USM measurement [ 0.46 % [ 95 % (nomal) [ B | [ 023 ]

USM FIELD UNCERTAINTIES - SUMMARY

Flow velocity or Repeatablility Relative combined Relative combined Relative

flow rate Relative combined standard uncertainty standard uncertainty  Expanded Uncertainty

Test rate standard uncertainty, Eusna Euen 5% confidence level)

number Eort k Eusw
1 04 mis 010 % 02300 % 0.2 % 50 %
2 1 mis 010 % 02300 % 0.2 % 50 %
3 25 mis 010 % 02300 % 0.2 % 50 %
4 [ s 010 % 02300 % 0.2 % 50 %
5 7 mis 0.10 % 02300 % 0.2 % 50 %
6 10 mis 010 % 02300 % 0.2 % 50 %

Fig. 5.14. The “USM” worksheet in the program EMU - USM Fiscal Gas Metering Sation, shown for
the “overall level” options both for (1) “USM field repeatability” and (2) “USM systematic
deviationsre. flow calibration”.
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This option isimplemented as a ssimplified approach, to be used in case the user does
not want to go into the “detailed level” of uncertainty input with respect to “USM
systematic deviations re. flow calibration”. The user must himself document the in-
put value used for the relative expanded uncertainty of the uncorrected systematic
deviations of the USM relative to flow calibration, together with the accompanying
confidence level and probability distribution, e.g. on basis of a USM manufacturer
data sheet, or other information.

5.10.2.2 Detailed level

For specification of the “USM systematic deviations re. flow calibration” at the “de-
tailed level”, the user specifies three types of input uncertainties, together with their
accompanying confidence level and probability distributions:

* Uncertainty related to systematic USM meter body effects,
» Uncertainty related to uncorrected systematic transit time effects, and
» Uncertainty related to integration method (installation conditions),

cf. Table 3.8 and Sections 3.4, 4.4. These three input types are discussed separately
below.

Meter body

With respect to the “USM meter body uncertainty” part of the worksheet, the user
specifies whether correction for pressure and temperature effects is used by the USM
manufacturer or not, and the relative expanded uncertainties of the pressure and tem-
perature expansion coefficients, cf. Table 3.8.

Fig. 5.15 shows this this part of the “USM” worksheet, for the same example as
givenin Table4.17 (i.e. no P and T correction used). Cf. Sections3.4.1 and 4.4.2.

The user must himself document the input uncertainty values used for the pressure
and temperature expansion coefficients, together with the associated confidence lev-
els and probability distributions, e.g. on basis of possible USM manufacturer infor-
mation (cf. Chapter 6), or other information.
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USM SYSTEMATIC DEVIATIONS RE FLOW CALIBERATION
Select level of input:
DETAILED INPUT LEVEL
USM METER BODY UNCERTAINTY
PRESSURE AND TEMPERATURE CORRECTION
Is temperature and pressure correction of the USM used?
Coeflicient of linear thermal expansian, o 1 40E-05 1K
Coefficient of pressure expansion, 8 917E11 1/Pa
Ternperature correction, Ky 1.00056
Pressure correction, Kp 1.000458333
Relative
Given Relative Confidence Level Type of Standard
Input variable i {probability distr.) i i
Uncertainty in o [ 20 J%  [100 % (rectangulan | [ E ] [ 1155 ]%
Uncertainty in & [ 20 J%  [100 % (rectangulan | [ B ] [ 1155 1%
Relative combined standard uncenainty in temperature correction, Exr 0.0330 %
Relative combined standard uncenainty in pressure correction, Exp 0.0270 %
Relative
Relative combined Sensitivity Relative combined

CONTRIBUTIONS TO METER BODY UNCERTAINTY standard uncertainty coefficient standard uncertainty
Spoolpiece radius, Emda I 00426 J% 36000 [
Lateral chord positions, Esers.a I 00426 J% 06000 | [ oo %
Inclination angles, Esngie,o 00000 |%
Meter body uncertainty Relative Combined Standard Uncertainty, Evady . 0.1278 %

Relative Expanded Uncertainty (95% corfidence level, k=2), k'Epadya 0.2555 %

Fig. 5.15. Part of the “USM” worksheet in the program EMU - USM Fiscal Gas Metering Sation, re-
|ated to the “USM systematic deviations re. flow calibration” (for the “detailed level” option,
subsection “USM meter body uncertainty”), for the case of no temperature and pressure cor-
rection. (Correspondsto Table 4.17.)

Systematic transit time effects

With respect to the “USM transit time uncertainties (systematic effects)” part of the
worksheet, the user specifies the input expanded uncertainty of uncorrected system-
atic transit time effects on the measured upstream and downstream transit times (de-
viation from flow calibration to field operation), together with the accompanying
confidence levels / probability distributions. Examples of such effects are given in
Tables 1.4 and 3.8. The actual uncertainty figure is preferably to be specified by the
USM manufacturer, cf. Chapter 6.

Fig. 5.16 shows this part of the “USM” worksheet, for the same example as used in
Table 4.19. Cf. Sections 3.4.2 and 4.4.3. The user must himself document the input
uncertainty values used for “USM transit time uncertainties (systematic effects)”, e.g.
on basis of USM manufacturer information (cf. Chapter 6).
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USM TRANSIT TIME UNCERTAINTIES (systematic effects)

Given Confidence Level Type of Standard
Input variable i {probability distr.) i i
Upstream time measuretment [ 600 ne  [100 % (rectangulan [ B ] [ 3454101615 Jns
Downstr time [ 590 Jne  [100 % (rectangular) B 340 6368588 ns

Relative Combined Relative Expanded
Transit Time uncertainties Testrate  Flowvelocityor  Standard Uncertainty, Uncertainty

number flow rate Efime.a 95 % conf. level), k Etime,a
1 0.4 s 0.4208 % 0.8412 %
2 1 mis 01197 % 023 %
3 25 mis 0.0007 % 0.0014 %
4 4 mis 0.0308 % 0.06 %
5 7 s 0.0523 % 0104 %
6 10 mis 0.0803 % 0.1 %

Fig. 5.16. Part of the “USM” worksheet in the program EMU - USM Fiscal Gas Metering Sation, re-
lated to the “USM systematic deviations re. flow calibration” (for the “detailed level” option,
subsection “USM transit time uncertainties (systematic effects)”). (Corresponds to Table
4.19)

I ntegr ation method (installation effects)

With respect to the “USM integration uncertainty (installation effects)” part of the
worksheet, the user specifies the relative expanded uncertainty of uncorrected instal-
lation effects (due to possible deviation in conditions from flow calibration to field
operation), together with the accompanying confidence level and probability distri-
bution. Examples of such effects are given in Tables 1.4 and 3.8.

The actua uncertainty figure is preferably to be specified by the USM manufacturer,
on basis of extensive testing/simulations/experience with different installation con-
ditions for the meter in question (e.g. for a specific type of installation, or more gen-
erd).

Fig. 5.17 shows this part of the “USM” worksheet, for the same example as given in
Section 4.4.4. Cf. also Section 3.4.3. The user must himself document the input un-
certainty values used for the “USM integration uncertainty (installation effects)”, e.g.
on basis of information provided by the USM manufacturer.

USM INTEGRATION UNCERTAINTY (installation effects) Relative Expanded
Given Confidence Level Type of Relative standard Uncertainty

Input variable Uncertainty (probability distr) uncertainty uncertainty, Ey 5 95 % conf. level), KE, 5

Integration uncertainty [ 03 1% [958 % (ormal) [ B ] [ 015 J% [ 03 ]%

MISCELLANEOUS EFFECTS (other uncertainty contributions) Relative Expanded
Given Confidence Level Type of Relative standard Uncertainty

Input variable Uncertainty (probability distr) uncertainty uncertainty, Emisc (9 % conf. level), K Emise

[ ] [ 0 Y% [ 95 % moman | [ B ] [ 0 J% [ 0 1%

Fig. 5.17. Part of the “USM” worksheet in the program EMU - USM Fiscal Gas Metering Sation, re-
lated to the “USM systematic deviations re. flow calibration” (for the “detailed level” op-
tion, subsection “USM integration uncertainty (installation effects)” and “Miscellaneous ef-
fects’).
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5.11

Summary - Expanded uncertainty of USM in field operation

Fig. 5.18 shows the part of the “USM” worksheet which summarizes the uncertainty
calculations for the USM field uncertainties. This display is common to the “overall
level” and “detailed level” options (cf. Fig. 5.14). The values used here correspond
to the example given in Tables 4.20 and 4.21 (for two of the six flow rates), i.e. Figs.
5.12 and 5.15-5.17.

USM FIELD UNCERTAINTIES - SUMMARY

Flow velocity or Repeatahlility Relative combined Relative combined Relative

flow rate Relative combined standard uncertainty standard uncertainty Expanded Uncertainty
Test rate standard uncertainty, Eusma Eusn (95% confidence level)
numher Erept k Eusy
1 04 mis 0.100 % 0.4645 % 0.4751 Y .9503 %
2 1 mis 0 % 0.2305 % 02513 % 5026 %
3 25 mis 0.100 % 0.1870 % 02210 % .4419 %
4 4 mis 0.100 % 0.19%4 % 0.2231 % 4462 %
1 7 mis 0.1000 % 0.2033 % 0.2271 % 0.4541 %
6 10 mis 0.1000 % 0.2082 % 0.2292 % 0.4584 %

Fig. 5.18. Part of the “USM” worksheet in the program EMU - USM Fiscal Gas Metering Station,
summarizing the USM field uncertainty calculations (example). (Corresponds to Tables 4.20,
4.21 and Fig. 5.26.)

Signal communication and flow computer calculations

The worksheet “Computer” for evaluation of the expanded uncertainty of “Flow
computer effects’, due to signal communication and flow computer calculations, is
shown in Fig. 5.19, for the same example as given in Section 4.5.

ﬁ Christian
Michelsen
ﬂ Research

EMU - USM Fiscal Gas Metering Station
Flow computer effects

Relative Relative

Given Relative Confidence Level Type of Standard Sensitivity  Rel
Input variable Uncertainty (probability distr.) uncertainty  Uncertainty Coefficient  Variance
Communication o =% [ 585 % (normall | | E | [ o0 [ 1 ][ 0o ]
Flow computer calculations E% [ 95 % (normal) | =] | 1] 3 1 | 0 |
Flow computer effects Sum of relative variances lIl

Relative Combined Standard Uncertainty 0.0000

Relative Expanded Uncertainty (95% confidence level) 0.0000  |%

Fig. 5.19. The “Computer” worksheet in the program EMU - USM Fiscal Gas Metering Station.

The user specifies the relative expanded uncertainty of signal communication effects
and flow computer calculations, together with the accompanying confidence levels /
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5.12

5.12.1

probability distributions. Cf. aso Sections 3.5 and 4.5. The user must himself
document the input uncertainty values used for the “Flow computer effects’, e.g. on
basis of information provided by the USM manufacturer.

Graphical presentation of uncertainty calculations

Various worksheets are available in the program EMU - USM Fiscal Gas Metering
Sation to plot and display the calculation results, such as curve plots and bar-charts.
These worksheets are described in the following.

Uncertainty curve plots

Plotting of uncertainty curves is made using the “Graph” worksheet. Editing of plot
options is made using the “ Graph menu” worksheet (“curve plot set-up”).

Plotting of the relative expanded uncertainty can be made for the following four
“measurands’:

» Actual volume flow (i.e. the volumetric flow rate at line conditions), gy,

» Standard volume flow (i.e., the volumetric flow rate at standard ref. conditions), Q,
* Massflow rate, gm, and

* Energy flow rate, ge.

These can be plotted as a function of (for the set of M flow velocities/rates chosen in
the “Flow cal.” worksheet):

* Flow velocity,

» Actua volumeflow (i.e. the volumetric flow rate at line conditions), v,

» Standard volume flow (i.e., the volumetric flow rate at standard ref. conditions), Q,
* Massflow rate, gm, and

* Energy flow rate, ge.

The relative expanded uncertainties above can be plotted together with the following
measurands:

* Nocurve,

* Flow velocity,

» Actua volumeflow (i.e. the volumetric flow rate at line conditions), .,

» Standard volume flow (i.e., the volumetric flow rate at standard ref. conditions), Q,
* Massflow rate, gm, and

* Energy flow rate, ge.
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Axes may be scaled according to user needs (automatic or manual), and various op-
tions for curve display (points only, line between points and smooth curvel®) are
available.

ﬁ Christian
Michelsen
m — —— Research

EMU - USM Fiscal Gas Metering Station
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Fig. 5.20. The“Graph” worksheet in the program EMU - USM Fiscal Gas Metering Sation (example).

Fig. 5.20 shows an example where the relative expanded uncertainty of the mass
flow rate (at a 95 % confidence level and a normal probability distribution, with k =
2, cf. Section B.3) is plotted together with the mass flow rate itself, as a function of
flow velocity. The example used here is the same as used in the text above, and in
Section 4.6.3 (cf. Tables 4.26 and 4.27)110,

5.12.2 Uncertainty bar-charts

Plotting of bar charts is made using the “NN-chart” worksheets. Editing of bar chart
options is made using the “Graph menu” worksheet (“bar-chart set-up” section). Bar

109 For the “smooth curve” display option, the default method implemented in Microsoft Excel 2000
is used.

110 The front page shows the same evaluation example, plotted vs. mass flow rate.
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charts are typically used to evaluate the relative contributions of various input un-
certainties to the expanded uncertainty of the “measurand” in question.

Such bar-charts are available for the following seven “measurands’:

* Pressure measurement (“P-chart” worksheet),

» Temperature measurement (“T-chart” worksheet),

o Compressibility factor measurement / calculation (“Z-chart” worksheet),
» Density measurement (“D-chart” worksheet),

o USM flow calibration (“FC-chart” worksheet),

» USM field operation (“USMfield-chart” worksheet), and

» Gas metering station (“MetSat-chart” worksheet).

As for the "Graph" worksheet, axes may be scaled according to user needs (auto-
matic or manual). These bar charts are described separately in the following.

5.12.2.1 Pressure

The pressure-measurement bar chart is given in the “P-chart” worksheet. Fig. 5.21
shows an example where the contributions to the expanded uncertainty of the pres-
sure measurement are plotted (blue), together with the expanded uncertainty of the
pressure measurement (green). The example used here is the same as the example
givenin Table 4.6 and Fig. 5.4.

EMU - USM Fiscal Gas Metering Station

Contributions to the expanded uncertainty of pressure measurement

T
|
Transmitter uncertainty :
|

Stability, transmitter

RFI effects
Ambient temperature effect, transmitter

|
|
|
|
|
|
|
Atmospheric pressure | :
|
|
|
|
|
|

Miscellaneous

|
|

0 0.05 0.1 0.15 0.2

Expanded uncertainty, k = 2 (95 % conf. level) [bar]

Fig. 5.21. The “P-chart” worksheet in the program EMU - USM Fiscal Gas Metering Sation. (Corre-
spondsto Table 4.6 and Fig. 5.4.)
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5.12.2.2 Temperature

The temperature-measurement bar chart is given in the “T-chart” worksheet. Fig.
5.22 shows an example where the contributions to the expanded uncertainty of the
temperature measurement are plotted (blue), together with the expanded uncertainty
of the temperature measurement (green). The example used here is the same as the
example givenin Table 4.8 and Fig. 5.6.

EMU - USM Fiscal Gas Metering Station

Contributions to the expanded uncertainty of temperature measurement

Element and transmitter uncertainty |

Stability, transmitter

RFI effects, transmitter |

|

|

T |
| |

Ambient temperature effect, transmitter | |
| |

|

Stability, temperature element !
|

|

|

|

|

|

|

Miscellaneous

| |

0 0.05 0.1 0.15 0.2

Expanded uncertainty, k = 2 (95 % conf. level) [°C]

Fig. 5.22. The “T-chart” worksheet in the program EMU - USM Fiscal Gas Metering Sation. (Corre-
spondsto Table 4.8 and Fig. 5.6.)

5.12.2.3 Compressibility factors

The compressibility factor bar chart is given in the “Z-chart” worksheet. Fig. 5.23
shows an example where the contributions to the expanded uncertainty of the Z-
factor measurements/calculations are plotted (blue), together with the expanded un-
certainty of the Z-factor ratio (green). The example used here is the same as the ex-
amplegivenin Table4.9 and Fig. 5.7.

5.12.2.4 Density

The density-measurement bar chart is given in the “D-chart” worksheet. Fig. 5.24
shows an example where the contributions to the relative expanded uncertainty of the
density measurement are plotted (blue), together with the relative expanded uncer-
tainty of the density measurement (green). The example used here is the same as the
examplegivenin Table 4.11 and Fig. 5.9.
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EMU - USM Fiscal Gas Metering Station

Contributions to the relative expanded uncertainty of the compressibility ratio, Z/Z,

Model uncertainty, Z
Model uncertainty, Z0

Analysis uncertainty

0 0.1 0.2 0.3 0.4
Relative expanded uncertainty, k =2 (95 % conf. level) [%]

Fig. 5.23. The “Z-chart” worksheet in the program EMU - USM Fiscal Gas Metering Sation. (Corre-
spondsto Table 4.9 and Fig. 5.7.)

NEIGE

EMU - USM Fiscal Gas Metering Station

Contributions to the expanded uncertainty of density measurement

Densitometer accuracy
Repeatability

Calibration temperature

Line temperature
Densitometer temperature
Line pressure

Pressure difference, densitometer to line
VOS, calibration gas

VOS, densitometer gas
Periodic time

VOS correction constant, Kd
Temperature correction model

Miscellaneous

Density measurement

0 0.05 0.1 0.15 0.2

Expanded uncertainty, k =2 (95 % conf. level) [kg/m?3]

Fig. 5.24. The “D-chart” worksheet in the program EMU - USM Fiscal Gas Metering Sation. (Corre-
spondsto Table 4.11 and Fig. 5.9.)

5.12.2.5 USM flow calibration

The USM flow calibration bar chart is given in the “FC-chart” worksheet. The bar
chart can be shown for one flow velocity (or flow rate) at the time, among the set of
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M flow velocities chosen in the “Flow cal.” worksheet. The desired flow velocity is
set in the “Graph menu” worksheet.

lﬁ
. EMU - USM Fiscal Gas Metering Station

Contributions to the relative expanded uncertainty of USM flow calibration
at flow velocity: 1 m/s

T
|
|
|

Flow calibration laboratory |
|
|
|

Deviation factor

USM repeatability

0 0.2 0.4 0.6 0.8 1
Relative expanded uncertainty, k = 2 (95 % conf. level) [%]

Fig. 5.25. The “FC-chart” worksheet in the program EMU - USM Fiscal Gas Metering Sation. (Cor-
respondsto Table 4.13 and Fig. 5.11.)

Fig. 5.25 shows an example where the contributions to the relative expanded uncer-
tainty of the USM flow calibration are plotted (blue), together with the relative ex-
panded uncertainty of the USM flow calibration (green), for aflow velocity of 1 m/s.
The example used here is the same as the example given in Table 4.13 and Fig. 5.11.

5.12.2.6 USM field operation

The USM field operation bar chart is given in the “USMfield-chart” worksheet. The
bar chart can be shown for one flow velocity (or flow rate) at the time, among the set
of M flow velocities chosen in the “Flow cal.” worksheet. The desired flow velocity
is set in the “Graph menu” worksheet.

Fig. 5.26 shows an example where the contributions to the relative expanded uncer-
tainty of the USM flow calibration are plotted (blue), together with the relative ex-
panded uncertainty of the USM flow calibration (green), for aflow velocity of 1 m/s.
The example used here is the same as the example given in Table 4.20 and Figs. 5.13
and 5.15-5.18.
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EMU - USM Fiscal Gas Metering Station

Contributions to the relative expanded uncertainty of the USM field operation
at flow velocity: 1 m/s

USM repeatability

Meter body uncertainty

Systematic transit time effecs

Integration (installation effects)

Miscellaneous effects

USM field operation

0 0.1 0.2 0.3 0.4 0.5 0.6
Relative expanded uncertainty, k =2 (95 % conf. level) [%]
Fig. 5.26. The “USMfield-chart” worksheet in the program EMU - USM Fiscal Gas Metering Station.

(Correspondsto Table 4.20 and Fig. 5.18.)
5.12.2.7 Gas metering station

The bar chart for the overall uncertainty of the USM fiscal gas metering station is
given in the “MetStat-chart” worksheet.

‘_"l‘;. N E-_.:llllul
."i-l.:h.

EMU - USM Fiscal Gas Metering Station

Contributions to the relative expanded uncertainty of gm (the mass flow rate)
at flow velocity: 1 m/s

Gas parameters

Density

Flow calibration
Flow calibration laboratory
Deviation factor
USM repeatability

USM field operation
USM repeatability

Systematic dev. rel. flow calibration

Flow computer, etc.
Signal communication

Flow computer calculations

Total for gm

0 0.2 0.4 0.6 0.8 1 1.2
Relative expanded uncertainty, k =2 (95 % conf. level)  [%]

Fig. 5.27. The “MetSat-chart” worksheet in the program EMU - USM Fiscal Gas Metering Sation, for
the mass flow rate at 1 m/s flow velocity. (Correspondsto Table 4.26 and Figs. 5.20, 5.31.)
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5.13

The bar chart can be shown for one flow velocity (or flow rate) at the time, among
the set of M flow velocities chosen in the “Flow cal.” worksheet. The desired flow
velocity is set in the “Graph menu” worksheet. The desired measurand (type of flow
rate to be evaluated) is aso set in the “Graph menu” worksheet. One may choose
among the four measurands in question, g, Q, gm and ge.

Fig. 5.27 shows an example where the contributions to the relative expanded uncer-
tainty of the mass flow rate are plotted (blue), together with the relative expanded
uncertainty of the gas metering station (green), for a flow velocity of 1 m/s. The ex-
ample used here is the same as the example given in Table 4.26 and Fig. 5.20.

Summary report - Expanded uncertainty of USM fiscal gas meter-
ing station

A “Report” worksheet is available in the program EMU - USM Fiscal Gas Metering
Sation to provide a condensed report of the calculated expanded uncertainty of the
USM fiscal gas metering station. For documentation purposes, this one-page report
can be used alone, or together with printout of other worksheets in the program.

Blank fields are available for filling in program user information and other com-
ments. Also some of the settings of the “Gas parameter” and “USM setup” work-
sheets are included for documentation purposes.

A report can be prepared for each of the four flow rate measurands in question (g, Q,
Om and ge), a agiven flow velocity (or volumetric flow rate, depending on the type of
input used in the “Flow cal.” worksheet). The desired flow velocity (or volumetric
flow rate) is chosen in the “Report” worksheet, anong the M calibration flow veloci-
ties (or volumetric flow rates) specified in the “Flow cal.” worksheet.

Figs. 5.28-5.31 show the “Report” worksheet, calculated at the flow velocity 1 m/s,
for the four flow rate measurands in question: the volumetric flow rate at line condi-
tions (q,) , the volumetric flow rate at standard reference conditions (Q), the mass
flow rate (qm), and the energy flow rate (qe), respectively. The examples shown in
Figs. 5.28-5.31 are the same as those given in Tables 4.22, 4.24, 4.26 and 4.28, re-
spectively.
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EMU - USM Fiscal Gas Metering Station
Uncertainty evaluation report
Calculation performed by
Date: 31-des-2001
OPERATING CONDITIONS, METER RUN DENSITOMETER CONDITIONS
Line temperature, T a0 *C Temperature at density transducer, Ty 43
Line pressure (static), P 100 bara Welocity of sound, cy 41524 mis
Gas density, o 8162 kg Indicated {uncorrected) gas density at dens. transd., s, 82.443 kain?®
Compressibility at line conditions, £ 0846 Zalibration temperature, T, 20 °C
Welocity of sound (WVOS), © 17 mis Calibration welocity of sound (WO, o, 350 mis
Ambient (air) temperature Ty, 0-c
FLOW CALIBRATION CONDITIONS STANDARD REFERENCE CONDITIONS
Flow calibration temperature, Ty 10 °C Zompressibility, 25 09973
Flowe calibration pressure, Peg 50 bara Gross calonfic value, He 41,686 MJISm?
Inner diameter (spoolpiece], at dry calibration 308 mm

User comments:

Analyse uncertainty in:

Yolumetric flow rate at line conditions

Choose flow velocity or flow rate:

1mis j

Rel. Expanded

Contribution

Standard Uncertainty to

Unit Value Uncertainty (95%c. 1., k=2) k Eqv
Flow calibration
Flowy calibration laboratory - - - 0.3000 % 0.3000 %
Deviation factor - - - 07901 % 0.7901 %
USK repeatability - - - 02000 % 0.2000 %
USM field operation
USM repeatability - - - 02000 % 0.2000 %
Systematic dev. rel. flow calibration - - - 04610 % 0.4610 %
Flow computer, etc.
Signal communication - - - 0.0000 % 0.0000 %
Flow computer calculations - - - 0.0000 % 0.0000 %
Volumetric flow rate at line conditions, gqv miih 268.22 1.3457 1.0034 %

Fig. 5.28. The “Report” worksheet in the program EMU - USM Fiscal Gas Metering Sation, for the

volumetric flow rate at line conditions. (Correspondsto Table 4.22.)
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EMU - USM Fiscal Gas Metering Station
Uncertainty evaluation report
Calculation performed by
Date 31-des-2001
OPERATING CONDITIONS, METER RUN DENSITOMETER CONDITIONS
Line temperature, T 50 °C Temperature at density transducer, Ty 48 °C
Line pressure (static), P 100 bara Velocity of sound, cy 41524 mifs
Gas density, o 8162 kg/m? Indicated (uncorrected) gas density at dens. transd., o, 82443 kgim?®
Compressibility at line conditions, Z 0346 Calibration temperature, T, 20 °C
Welocity of sound (WOS), © 417 mis Calibration velocity of sound (WOS), ¢, 350 mis
Ambient {air) temperature, Ta 0-°C
FLOW CALIBRATION CONDITIONS STANDARD REFERENCE CONDITIONS
Flow calibration temperature, Ty 10 °C Compressibility, 7y 09973
Flow calibration pressure, Peg 50 bara Gross calorific value, He 41686 MISmM?
Inner diameter (spoolpiece), at dry calibration 308 mm

User comments:

Analyse uncertainty in:

Choose flow velocity or flow rate:

Volumetric flow rate at standard conditions j 1mis =l
Rel. Expanded  Contribution
Standard Uncertainty to
Unit Value Uncertainty {95% c. |, k=2) k EQ

5as parameters
Pressure bar 100 0.0799 01599 % 0.1599 %
Temperature *C 50 0.0765 00473 % 0.0473 %
Compr. factor ratio, Z0/Z, (stdfline) - 11788 0.002 03393 % 03393 %
Flow calibration
Flow calibration laboratory - - - 0.3000 % 0.3000 %
Devigtion factor - - - 07901 % 0.7901 %
LISM repeatability - - - 02000 % 0.2000 %
USM field operation
USM repeatability - - - 02000 % 0.2000 %
Systematic dev. rel. flow calibration - - - 04610 % 0.4610 %
Flow computer, etc.
Signal communication - - - 0.0000 % 0.0000 %
Flow computer calculations - - - 0.0000 % 0.0000 %
Volumetric flow rate
at standard reference conditions, Q smith 27826 149.19 10723 %

Fig. 5.29. The “Report” worksheet in the program EMU - USM Fiscal Gas Metering Sation, for the
volumetric flow rate at standard reference conditions. (Corresponds to Table 4.24.)
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EMU - USM Fiscal Gas Metering Station
Uncertainty evaluation report
Calculation performed by
Date: 31-des-2001
OPERATING CONDITIONS, METER RUN DENSITOMETER CONDITIONS
Line temperature, T a0 °C Temperature at density transducer, Ty 43 °C
Line pressure (static), P 100 bara Welocity of sound, cy 41524 mis
1>as density, o 3162 kghm?® Indicated (uncorrected) gas density at dens. transd., p, 52443 kg/im?
Comprassibility at line conditions, £ 0.846 Calibration temperature, T, 20 °C
Welocity of sound (VOS), © 417 mis Calibration welocity of sound (VOS), o, 350 mis
Ambient (air) temperature, Ty, 0°c
FLOW CALIBRATION CONDITIONS STANDARD REFERENCE CONDITIONS
Flowi calibration temperature, Ty 10 °C Compressibility, 75 094973
Flowi calibration pressure, Pag 50 bara Gross calonfic value, Hg 41686 MISm?
Inner diameter (spoalpiece), at dry calibration 308 mm

User comments:

Analyse uncertainty in:

Choose flow velocity or flow rate:

Mass flow rate j 1mis j
Rel. Expanded Contribution
Standard Uncertainty to
Unit Walue Uncertainty (95% c. |, k=2) k Egm

Gas parameters
Density kafm® 81.62 0o7e1 01913 % 0.1913 %
Flow calibration
Flowi calibration laboratory - - - 03000 % 0.3000 %
Deviation factor - - - 07901 % 0.7901 %
USh repeatability - - - 02000 % 0.2000 %
USM field operation
USh repeatability - - - 02000 % 0.2000 %
Systematic dev. rel. flow calibration - - - 04610 % 0.4610 %
Flow computer, etc.
Signal communication - - - 0.0000 % 0.0000 %
Flow computer calculations - - - 0.0000 % 0.0000 %
Mass flow rate, gm kgih 21882 111.82 10215 %

Fig. 5.30. The “Report” worksheet in the program EMU - USM Fiscal Gas Metering Sation, for the
mass flow rate. (Correspondsto Table 4.26 and Fig. 5.27.)
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EMU - USM Fiscal Gas Metering Station
Uncertainty evaluation report

Calculation performed by:

Diate 31-des-2001
OPERATING CONDITIONS, METER RUMN DEMSITOMETER CONDITIONS
Line temperature, T 50 °C Temperature at density transducer, Ty 48 °C
Line prassure (static), P 100 bara Velocity of sound, cy 41524 mis
Gas density, o 81.62 kgm® Indicated (uncorrectad) gas density at dens. transd., o, 82443 kg/m?®
Compressibility at line conditions, Z 0346 Calibration temperature, T, 20 °C
Velocity of sound (VOS), © 417 mis Calibration velocity of sound (WVO3), ¢, 350 mis
Ambient (air) temperature, Ty 0°C
FLOW CALIBRATION CONDITIONS STANDARD REFERENCE CONDITIONS
Flowi calibration temperature, Tegy 10 °C Compressibility, Z, 0.9973
Flowi calibration prassure, Peg 50 bara Gross calarific value, Hy 41686 MISm?
Inner diameter [spoolpiece), at dry calibration 3208 mm

User comments:

Analyse uncertainty in: Choose flow velocity or flow rate:
Energy flow rate j 1mis j

Rel. Expanded  Contribution

Standard Uncertainty to

Unit Value Uncertainty 96 % c. |, k=2) k Eqe
Gas parameters
Fressure bar 100 0.0799 01599 % 0.1589 %
Temperature °C 50 0.0765 00473 % 0.0473 %
Compr. factor ratio, Z0/Z, (stdfline) - 11788 0002 03393 % 0.3393 %
Calorific value M JFSm? 41 636 0.0313 01500 % 0.1500 %
Flowy calibration
Flowi calibration laboratory - - - 02000 % 0.3000 %
Dewiation factor - - - 0.7901 % 0.7901 %
IS repeatability - - - 02000 % 0.2000 %
USM field operation
IS repeatability - - - 02000 % 0.2000 %
Systematic dev. rel. flow calibration - - - 04610 % 0.4610 %
Flow computer, etc.
Signal communication - - - 0.0000 % 0.0000 %
Flow computer calculations - - - 0.0000 % 0.0000 %
Energy flow rate, qe M.Jih 1E+06 62795 1.0827 %

Fig. 5.31. The “Report” worksheet in the program EMU - USM Fiscal Gas Metering Sation, for the
energy flow rate. (Correspondsto Table 4.28.)



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 185

5.14

5.15

Listing of plot data and transit times

Two worksheets are available in the program EMU - USM Fiscal Gas Metering Sa-
tion to provide listing of datainvolved in the uncertainty evaluation.

The “Plot data” worksheet gives alisting of al data used and plotted in the “Graph”
and “NN-chart” worksheets, cf. Fig. 5.32. Such alisting may be useful for reporting
purposes, and in case the user needs to present the data in a form not directly avail-
ablein the program EMU - USM Fiscal Gas Metering Sation. Note that the contents
of the “plot data’ sheet will change with the settings used in the “Graph menu” sheet.

For convenience, a “Transit time” worksheet has also been included, giving a listing
of al transit time data used for the USM calculations, cf. Fig. 5.33. This involves
upstream and downstream transit times, and the transit time difference, for the cho-
sen pipe diameter and flow rates involved. The transit time calculations have been
made using a uniform axial flow velocity profile, and no transversal flow111,

Note that the transit time values will change by changing the path configuration setup
in the “USM setup” worksheet (i.e., diameter, no. of paths, no. of reflections, incli-
nation angle and lateral chord positions).

Program infor mation

Two worksheets are available to provide information on the program. These are the
“About” and the “Readme” worksheets.

The “About” worksheet, which is displayed at startup of the program EMU - USM
Fiscal Gas Metering Station, and can be activated at any time, gives general infor-
mation about the program. The “Readme” worksheet gives regulations and condi-
tions for the distribution of the Handbook and the program, etc.

111 Effects of non-uniform flow profiles and transversal flow (“ray bending”) are thus not included

here, since in the program EMU - USM Fiscal Gas Metering Sation, the transit times are used
only for calculation of sensitivity coefficients. “Ray bending” effects are negligible in this con-
text.

However, note that “ray bending” effects may influence on the USM reading at high
flow velocities [Fraysa et al., 2001]. This effect is included in the uncertainty model and the

program through the terms u(t %™ ) and u(t %™ ), cf. Section 3.4.2.2.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 186

ﬁ Christian
Michelsen
m Research

EMU - USM Fiscal Gas Metering Station

Plot data

Plot data for the "Graph” - sheet

First column: Axial flow wvelocity [m/s]
Second column: Relative Expanded Uncertainty of mass flow rate [%] (95 % confidence level)
Third column: Mass flow rate [ko'h]

04 1773057  B756.9
1 1021505 21892.25
2.5 0.601644 54730.63
4 0.604728 87569
7 D.614904 153245.8
10 0.617281 2189225

Plot data for the "MetStat-chart” - sheet Plot data for the "Z-chart” - sheet
All data: relative expanded uncertainty (k=21 (%) All data: relative expanded uncertainty (k=2) (%)
Gas parameters Wodel uncertainty, Z 0.1
Wodel uncertainty, 20 0.052
Analysis uncerainty 0.32
Density 0.191257 Total 0.33927
Plot data for the "D-chart” - sheet
Flow calibration All data: expanded uncertainty (k=2) (kg/m?
Flow calibration labaratory 0.3
Deviation factar 0.790145 Densitarneter accuracy 0.122395
USh repeatability 0.2 Repeatability 0.04
Calibration ternperature 2.74E05
USM field operation Line temperature 0.03863
USM repeatability 0.2 Densitometer termperature 0.038829
Systematic dev. rel. flow calibration 0.461048 Line pressure 2.61E05
Pressure difference, densitometer to line 0.018846
Flow computer, etc. W05, calibration gas 0.00455
Signal communication 0 WOS, densitometer gas 0.002731
Flow computer calculations 0 Periodic time 7.05E05
%035 correction constant, Kd 0.045833
Total for gm 1.021505 Temperature carrection model 0.048
Miscellaneous 1}
Plot data for the "P-chart” - sheet
All data: expanded uncertainty (k=2) (bar) Total 0.156104
Transmitter uncertainty 0.023333 Plot data for the "FC.chart” - sheet
Stability, transmitter 0.138 All data: relative expanded uncertainty (k=2) (%)
RFI effects 0.046667
Arnbient temperature effect, transmitter 0.013943 Flow calibration laboratory 0.3
Atrmospheric pressure 0.06 Dewviation factor 0.790145
Miscellaneous 0 USM repeatability 0.2
Total 0.159877 Total 0.868521
Plot data for the "T-chart” - sheet Plot data for the "USMfield-chart” - sheet
All data: expanded uncertainty (k=2) (°C) All data: relative expanded uncertainty (k=2) (%)
Element and transmitter uncertainty 0.066667 IUSM repeatability 0.2
Stability, transmitter 0.107717 heter body uncerainty 0.255512
RF| effects, transmitter 0.066667 Systematic transit time effecs 0.239332
Arnbient temperature effect, transmitter 0.02 Integration (installation effects) 0.3
Stability, temperature element 0.05 Miscellaneous effects 1]
Miscellaneous 1]
Total 0.502539
Total 0.152944

Fig. 5.32. The “Plot data” worksheet in the program EMU - USM Fiscal Gas Metering Sation (exam-
ple).
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Transit times

EMU - USM Fiscal Gas Metering Station

Christian
Michelsen

Research

Axial flow velocity:

0.4 mis

Axial flow velocity:

1 mis

Axial flow velocity:

2.5 mis

Axial flow velocity:

4 mis

Axial flow velocity:

7 mis

Axial flow velocity:

10 mis

Fig. 5.33. The “Transit times’ worksheet in the program EMU - USM Fiscal Gas Metering Sation
(example).

Acoustic path no:

= b =

Acoustic path no:

= b —

Acoustic path no:

= b =

Acoustic path no:

= b —

Acoustic path no:

= b =

Acoustic path no:

= b —

Upstream transit time:
£14.3886 ps
9941016 ps
9541016 ps
614.3886 ps

Upstream transit time:
615.0155 ps
995.1159 ps
9951159 ps
B15.0155 ps

Upstream transit time:
616.5911 ps
9597 6654 ps
957 6654 ps
616.5911 ps

Upstream transit time:
618.1789 ps
1000.234 ps
1000.234 ps
B18.1789 ps

Upstream transit time:
£21.3913 ps
1005.432 ps
1005.432 ps
621.3913 ps

Upstream transit time:
624.6538 ps
1010.711 ps
1010.711 ps
624.6538 ps

Downstream transit time:
B13.5557 ps
9927539 ps
9927539 ps
G13.5557 ps

Downstream transit time:
G12.5332 ps
9917468 ps
9917468 ps
6129332 ps

Downstream transit time:
£11.3854 ps
9522423 ps
939 2473 ps
G11.3854 ps

Downstream transit time:
G09.845% ps
9567565 ps
985, 7568 ps
B09.8492 ps

Downstream transit time:
BO0B.8116 ps
951.8419 ps
951.8419 ps
G05.8116 p=

Downstream transit time:
GO3.8195 ps
977 0005 ps
977.0005 ps
B03.8195 ps

Transit time difference:
8328901 ns
1347 644 ns
1347 644 ns
8328901 ns

Transit time difference:
2082235 ns
3369127 ns
3369127 ns
2082235 ns

Transit time difference:
E205.745 ns
83423.073 ns
8423073 ns
5205745 ns

Transit time difference:
8329655 ns
13477 67 ns
13477 B7 ng
8320558 ns

Transit time difference:
1457967 ns
235904 ns
235904 ns
1457967 ns

Transit time difference:
2083421 ns
3371047 ns
3371047 ns
2083421 ns
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6.

USM MANUFACTURER SPECIFICATIONS

The present chapter summarizes some input parameters and uncertainty data related
to the USM, which should preferably be known to enable an uncertainty evaluation
of the USM fiscal gas metering station at a“detailed level” with respect to the USM,
and which preferably are to be specified by the USM manufacturer.

Today, information normally available from USM manufacturersincludes e.g.:

* USM dimensiona data,

* USM path configuration data (to some extent; - integration weights (w;), latera
chord positions (y,,) and inclination angles (¢,,) are not provided by all manu-
facturers),

* Fow calibration results (e.g. the number of calibration points (M), and the devia-
tion re. reference after applying the correction factor K (Dev . ,, cf. Fig. 2.1)),

* Whether pressure and temperature correction of meter body dimensions are used
or not,

* USM uncertainty data (“accuracy” and repeatability).

With respect to the USM uncertainty, typical data as specified by USM manufactur-
erstoday aregivenin Table 6.1.

Table6.1. Typica USM uncertainty data currently specified by USM manufacturers.

I nstromet (2000) Daniel (2000) Kongsberg (2000)
(Q.Sonic) (SeniorSonic) (MPU 1200)

“ Accuracy” <05% Without flow calibration: Without flow calibration:
< 0.5 % of reference. 0.5 % of meas.value.
With flow calibration: With flow calibration:
Higher accuracy. 10.25 % of meas.value.

Repeatability <5mm/s <0.2% of reading in + 0.2 % of measured value
specified velocity range

For evaluation of a USM fiscal gas metering station and its uncertainty, the buyer or
user of a USM may occasionally end up with some questions in relation to manu-
facturer data. Typica “problems’ may be:

» The “accuracy” specified in the data sheets is usually not sufficiently defined.
Data sheets do not specify what types of uncertainties the “accuracy” term ac-
counts for (e.g. systematic transit time effects, installation effects, etc.). Informa
tion on how the “accuracy” varies with pressure, temperature and installation con-
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ditions, and deviation from flow calibration to field operation conditions, is gen-
erally lacking.

» Confidence level(s) and probability distribution(s) are lacking (both for “accu-
racy” and repeatability). That means, the user does not know whether the figure
specified in the data sheet shall be divided by 1, 2, J3 or3 (or another number)
in order to obtain the corresponding standard uncertainty value.

» A single repeatability figure is specified in data sheets. If the repetability is dif-
ferent in flow calibration and in field operation, which may be the case in practice
(cf. Sections 3.3.3 and 3.4.2.1), both may be needed. At least it should be speci-
fied whether the repeatability figure accounts for both or not.

» The repeatability is often not specified as a function of flow velocity (or flow
rate).

For improved evaluation of USM fiscal gas metering stations and their uncertainty,
some more specific USM uncertainty data are proposed here, cf. Tables 6.2-6.6.
Such data can be used directly as input to the Excel uncertainty evaluation program
EMU - USM Fiscal Gas Metering Sation, at the "detailed level”, cf. Chapter 5. Note
that for all uncertainties, the confidence level and probability distribution should be
specified.

Table6.2. Proposed “USM meter body” data and uncertainties to be specified by the USM manufac-

turer, for uncertainty evaluation of the USM fiscal gas metering station. For uncertainties, the
confidence level and probability distribution should be specified.

Meter body  Quantity Symbol  Unit  Ref. Handbook
Section
Dimensions Inner diameter ("dry calibration" value) 2R, mm 2.3,5.3
Average wall thickness w mm 2.3,5.3
Material data ~ Temperature expansion coefficient a K* 2.3,5.3
Young’'s modulus (or modulus of elasiticity) Y MPa 23,53
P & Tcorrec- Whether pressure and temperature correc- - 2.34,34.1,
tion tion of meter body dimensionsis used or not 4.4.2,5.10.2
Uncertainties  Rel. standard uncertainty of the coefficient u(a)/|a| % " -
of linear temperature expansion for the me-
ter body material, a
Rel. standard uncertainty of the coefficient gy 3| % --" -

of linear pressure expansion for the meter
body material, B

Table 6.2 gives the proposed “USM meter body” data and corresponding uncertain-
ties to be specified. Most of these data are normally available from USM manufac-
turerstoday, such as Ry, w, a and Y, and whether pressure and temperature correction
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of the meter body dimensions are used or not. The two relative uncertainty terms
u(é@)/|a| and u(8)/| B| may be more difficult to specify, cf. Section 4.4.2.

Table 6.3. “USM path configuration” data which may preferably be specified by the USM manufacturer,
for uncertainty evaluation of the USM fiscal gas metering station.

Quantity Symbol  Unit Tentative  Ref. Handbook
No. of acoustic paths N - - 2.3,5.3
No. of reflectionsin pathno.i, i=1,...,N Niret i ; e —
Inclination angle of path no. i %o ° +5° L
("dry cdlibration" value), i =1, ..., N
Relative lateral chord position of path no. i Yio/Ro - +01 = - L
("dry cdlibration" value), i =1, ..., N
Integration weight of pathno.i, i=1,...,N w, - +01 —
N
dw =1

Table 6.3 gives the “USM path configuration” data which may preferably be speci-
fied by the USM manufacturer. Note that these are needed only if the “detailed
level” is used for the USM in field operation. If the “overall level” is used for USM
field operation (both with respect to repeatability and systematic deviation relative to
flow calibration, cf. Section 5.10), none of the parameters listed in Table 6.3 need to
be specified.

Some of the data set up in Table 6.3 are already available from all USM manufactur-
ers today, such as N and Ny, i = 1, ..., N. With respect to ¢, y,/R, ad w,,
these are available from some USM manufacturers, but may not be available from
others. The "ideal" situation with respect to uncertainty evaluation - at least from a
user viewpoint - would be that the manufacturer data for these were known. How-
ever, manufacturer data may not always be available. In such cases the following
compromise approach may be used to run EMU - USM Fiscal Gas Metering Sation:
foreach of ¢, y,, /R, ad w, the manufacturer may specify a value within a do-
main around the actual (unavailable) value. Tentative domains have been proposed
in Table 6.3: + 5 ° or better for the inclination angles, ¢,,, + 0.1 or better for the
relative lateral chord positions,y, /R,, and = 0.1 or better for the integration
weights, w,. Note that the sum of the integration weights w, isto be approximately

egual to unity, asalso indicated in Table 6.3.

112 The domains for specification of nominal values of ¢, y, /R, ad w, given in Table 6.3 are

only tentative, based on only a few limited investigations for a 12" USM. A more systematic
analyses with respect to such domains should be carried out.
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Table6.4. Proposed “USM flow calibration” data and uncertainties to be specified by the USM manu-
facturer, for uncertainty evaluation of the USM fiscal gas metering station. For uncertainties,
the confidence level and probability distribution should be specified.

Quantity / Uncertainty Symbol Unit  Ref. Handbook
Section

No. of flow calibration points M - 222,223,
432, Fig. 2.1

Deviation re. reference (after using the correction factor K), Dev; - e

at flow calibrationpt. no.j, j=1,..., M (cf. Fig. 2.1)

Repeatability of USM flow rate reading, Erent % 3.3,4.3.3,5.9,

at flow calibrationpt. no.j, j=1,..., M. Table 3.6

(i.e., the relative standard deviation of the flow rate reading)

Table 6.4 gives the proposed “USM flow calibration” data and uncertainties to be
specified by the USM manufacturer. These data are normally available from the
manufacturers.

Table6.5. Proposed “USM field operation” uncertainty data to be specified by the USM manufacturer,
for uncertainty evaluation of the USM fiscal gas metering station. For uncertainties, the con-
fidence level and probability distribution should be specified.

Quantity / Uncertainty Symbol Unit  Ref. Handbook
Section

Repeatability of USM flow rate reading in field operation, at  E o % 34.2,44.1,

the actual flow rate. 5.10.1, Table

(i.e., the relative standard deviation of the flow rate read- 3.8

ings)

Repeatability of USM transit time readings in field opera- u(Ereom ns 34.2,4.4.1,

tion, at the actual flow rate, accounting for al paths (i.e., the u 5.10.1, Table

relative standard deviation of the transit time readings) 3.8

Standard uncertainty due to systematic effects on the up- u(fl?/senmw) ns 34.2,44.3,

stream transit time of path no. i, t;, i = 1,..., N, due to 5.10.2, Teble

change of conditions from flow calibration to field operation 3.8

Standard uncertainty due to systematic effects on the down- (¢ geemtic ) NS 3.4.2,4.43,

stream transit time of path no. i, t;, i = 1,..., N, due to 5.10.2, Teble

change of conditions from flow calibration to field operation 3.8

Relative standard uncertainty of the USM integration E,, % 3.4.3,4.4.4,

method, due to change of installation conditions from flow 5.10.2, Table

calibration to field operation. 3.8

Table 6.5 gives the proposed “USM field operation” uncertainty data to be specified
by the USM manufacturer.

and u(t;>™™), are related to the USM
repeatability in field operation, cf. Section 5.10.1. They represent the repeatability of

The two first parameters in the table, E
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the flow rate and the transit times, respectively. E, is needed if the “overall level”
is used for the USM repeatability in field operation (cf. Fig. 5.12), and u(t,*") is
needed if the “detailed level” is used (cf. Fig. 5.13). Both types of data should be
readily available from USM flow computers. Preferably, both parameters should be
specified by the USM manufacturer (as indicated in Table 6.5) so that the user of the
program could himself choose which one to use. Cf. Sectiuons 3.4.2 and 4.4.1 for a
discussion.

The last three parameters included in Table 6.5, u(t2%™"*), u(t,*™°) and E, ,,

are related to systematic deviations of the USM relative to flow calibration, cf. Sec-
tion 5.10.2. They represent the systematic effects on the upstream and downstream
transit times, and installation effects, respectively. They are needed if the “detailed
level” is used for the systematic USM effects in the program EMU - USM Fiscal Gas
Metering Sation. Preferably, all three parameters should be specified by USM
manufacturers. Note that if the field conditions and flow calibration conditions are
identical (with respect to pressure, temperature, gas composition, flow profiles (axia
and transversal)), and there is no drift in the transducers, these three terms would be
zero. However, thisisnot likely to be the situation in practice.

Table 6.6. Proposed “Flow computer” uncertainties to be specified by the USM manufacturer, for un-
certainty evaluation of the USM fiscal gas metering station. For uncertainties, the confidence
level and probability distribution should be specified.

Uncertainty Symbol Unit  Ref. Handbook
Section
Relative standard uncertainty of the estimate g, due to signa  Em, % 35,45,5.11,
communication with flow computer Table3.7
Relative standard uncertainty of the estimate g, due to flow  E jeom % - e

computer calculations

Table 6.6 gives the proposed “Flow computer” uncertainties to be specified by the
USM manufacturer. These data should be readily available from the manufacturers.
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/.  CONCLUDING REMARKS

A Handbook of uncertainty calculation for fiscal gas metering stations based on a
flow calibrated multipath ultrasonic gas flow meters has been worked out, including
a Microsoft Excel program EMU - USM Fiscal Gas Metering Sation for calculation
of the expanded uncertainty of such metering stations. The uncertainty of the fol-
lowing four flow rate measurements have been addressed (cf. Chapters 2 and 3):

» Actua volumeflow (i.e. the volumetric flow rate at line conditions), gy,

» Standard volume flow (i.e., the volumetric flow rate at standard reference condi-
tions), Q,

* Massflow rate, gm, and

* Energy flow rate, ge.

The following metering station instrumentation has been addressed (cf. Section 2.1):

* Pressure measurement,

» Temperature measurement,

e Compressibility factor calculation (from GC gas composition measurement),
» Density measurement (vibrating element densitometer),

» Cdorific value measurement (calorimeter), and

* Multipath ultrasonic gas flow meter (USM).

The uncertainty evaluation is made in conformity with accepted international stan-
dards and recommendations on uncertainty evaluation, such as the GUM [ISO,
19954] and ISO/CD 5168 [1SO, 2000], cf. Appendix B.

The uncertainty model for USM fiscal gas metering stations presented in this Hand-
book is based on present-day “state of the art of knowledge” for stations of this type,
and is not expected to be complete with respect to description of effects influencing
on such metering stations. In spite of that, the uncertainty model does account for a
large number of the important factors that influence on the expanded uncertainty of
metering stations of this type. It is expected that the most important uncertainty
contributions have been accounted for. Evaluation of the effects of these factors on
the uncertainty of the metering station should be possible with the uncertainty model
and the program EMU - USM Fiscal Gas Metering Sation developed here.

It is the intention and hope of the partners presenting this Handbook that - after a pe-
riod of practical use of the Handbook and the program - the uncertainty model pre-
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sented here will be subject to necessary comments and viewpoints from users and
developers of USMs, and others with interest in this field, as a basis for a possible
later revision of the Handbook. The overall objective of such a process would of
course be that - in the end - a useful and accepted method for calculation of the un-
certainty of USM fiscal gas metering stations can be agreed on, in the Norwegian
metering society as well asinternationaly.

With respect to possibilities for improvements, the Handbook and the program EMU
- USM Fiscal Gas Metering Station should constitute a useful basis for implementa-
tion of upgraded descriptions of the uncertainty model. This may concern e.g.:

(A) The uncertainty of alternative instruments and/or calculation methods,
(B) The USM field uncertainty,
(C) Thefunctionality of the Excel program,

as discussed briefly in the following.

(A) With respect to possible upgraded uncertainty descriptions of the instru-
ments and/or calculation methods involved in USM gas metering stations, the fol-
lowing topics may be of relevance:

» For the volumetric flow rate at standard reference conditions (Q), at least 3
different approaches are used by different gas companies, cf. Table 2.1. Only
one of these is addressed here (method no. 3 of Table 2.1).

For the mass flow rate (gn,), 2 different approaches are accepted by the NPD
regulations [NPD, 2001], cf. Table 2.2. Only one of these is addressed here
(method no. 1 of Table 2.2).

With respect to measurement of the energy flow rate (qe), the calorific vaue
uncertainty is only addressed at an “overall level”, without correlation to
other measurements involved (gas chromatography). That means, in the pres-
ent approach the calorific value may implicitely be assumed to be measured
using a calorimeter (i.e. method no. 5 of Table 2.3). However, at least 5 dif-
ferent approaches to measure the energy flow rate may be used, cf. Table 2.3.

In the present Handbook and Excel program al methods described in Tables
2.1-2.3 are covered at the “overall level”. Only selected methods are covered
at the “detailed level”, as described above. An update of the Handbook and
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the program EMU - USM Fiscal Gas Metering Sation on such points, to
cover severa or all methods indicated in Tables 2.1-2.3 at a “detailed
level”113, might represent a useful extension to cover a broader range of me-
tering methods used in the gas industry, with respect to measurement of Q, gm
and Qe.

» For on-line vibrating element densitometers, several methods are in use for
VOS correction, as described in Section 2.4.3. In a possible future revision of
the Handbook other methods for VOS correction may be implemented than
the method used here, as options.

With respect to the contributionto u( .. ) in Eq. (3.14), adescription of the

various uncertainty contributions listed in Section 3.2.4 may be included in
the uncertainty model, based on the functional relationship for o, Eq. (2.23).

» Here the instantaneous values of the respective flow rates are addressed. The
program can be updated to account for the accumulated flow rates (i.e. in-
cluding the uncertainty due to the integration of the instantaneous flow rates
over time).

(B) The Handbook and the program should aso constitute a useful basis for imple-
mentation of possible upgraded uncertainty descriptions of the USM field uncer-
tainty, such ase.g.:

» With respect to pressure expansion of the meter body, a single model for the
coefficient of radial pressure expansion S has been implemented in the pres-
ent version of the program, cf. Eq. (2.19). Several models for S are used in
current USMs, and al of these represent simplifications, cf. Table 2.6. Im-
plementation of a choice of various models for 5 may thus be of interest, es-
pecially in connection with high pressure differences between flow calibration
and field operation, at which the actual value of  becomes essential.

* Implementation (in the program) of an option with automatic calculation of
the possible error made if Egs. (2.20)-(2.22) are used for pressure correction
of the meter body.

113

Such an upgrade would need to address possible correlation between the compressibility factors,
Z and Z,, and the molar weight, m. Also possible correlation between Z and Z, and the superior
calorific value, Hs, would need to be addressed.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 196

 Further with respect to pressure and temperature expansion of the meter body,
the additional effect of transducer expansion / contraction can be evaluated.

* At present Formulation A is used for input of the geometrical meter body
guantities. The program can be extended to optional input of al four formu-
lations A, B, C and D, cf. Table 2.5. Asdiscussed in Section 2.3.3, this does
not influence on the uncertainty of the flow calibrated USM or the metering
station, but may be more convenient for the user, if the USM manufacturer
uses another formulation of the functional relationship than A.

» For the input uncertainties of the compressibility factors, the analysis uncer-
tainties of Z and Z, can be evaluated statistically using a Monte Carlo type of
method, for various gas compositions of relevance, as described in Section
3232

» Improved flexibility with respect to levels of complexity for entering of input

uncertainties can be implemented!14, such as:

(1) "Overdl level” (completely meter independent, as today's "overal
level™),

(2) "Detaled level 1” (astoday’s "detailed level”), and

(3) "Detailed level 2°: More detailed input uncertainties can be given than
intoday’s " detailed level”, e.g. with respect to:
- input uncertainties entered for individua paths (not only average over

all paths)11s,

114

115

In the present version of the program EMU - USM Fiscal Gas Metering Station, the "detailed
level" inthe "USM" worksheet is definitely a compromise between what ideally should be speci-
fied as input uncertainties, and what is available today from USM manufacturers. Thisis doneto
avoid atoo high "user treshold" with respect to specifying USM input uncertainties.

However, as the USM technology grows more mature, the need for a more detailed
level of input uncertainties may also grow. An option of several levels of complexity for input
uncertatinties may be convenient, which would provide a possibility of entering the USM input
uncertaintiesin a physically more "correct" way.

Entering of input uncertainties for individual paths, and description of the propagation of these

uncertainties to the metering stations's expanded uncertainty, may be very useful in many cir-

cumstances, such ase.g.:

e The repeatability may vary between paths.

* In case of transducers exchange, this may be done for only one or two paths. Such exchange
may result in changed time delay and At-correction (“dry calibration” values).

* In case of erroneous signal period detection (cf. Section 3.4.2.2), this may occur at only one
or two paths (either upstream or downstream, or in both directions).

» |In situations with a path failure, USM manufacturers may use historical flow profile data to
keep the meter “alive’, preferably over a relatively short time period. That means, for the
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- decomposition of random and systematic transit time effects into their
individual physical contributions (cf. Table 1.4),
- accounting for both correlated and uncorrelated effects between paths
(cf. Appendix E).
The user could then choose among these three levels, for a given uncertainty
evaluation case.

The uncertainty model and the program EMU - USM Fiscal Gas Metering
Sation can be extended to account for both

- meter independent USM technologies (asin today’ s version), and

- meter dependent USM technol ogies.
That is, to account for e.g. specific path configurations / integration tech-
niques, transit time detection methods, “dry calibration” methods, correction
methods, etc. That means, variants of the program can be tailored to option-
ally describe the uncertainty of a specific meter (or meters), used in a gas
metering station. Such extension(s) may be of particular interest for meter
manufacturer(s), but also for users of that specific meter type.

(C) With respect to functionality of the Excel program, data storage requirements
may be anissue. In the present version, storing of an executed uncertainty evaluation
is made by saving the complete Excel file (.xIs format), which requires about 1.4 MB
per file. To save storage space, it would be convenient to enable saving the uncer-
tainty evaluation data in another format (less space demanding, such as an ordinary
datafile), and reading such stored data files into the Excel program.

path in question, the lacking upstream and downstream transit times are effectively substi-
tuted with “synthetic” transit times. There are thus systematic timing uncertainties associated
with such procedures, the consequences of which should preferably be evaluated at an indi-
vidual path basis.

Possible transducer deposits such as grease, liquid, etc. may build up differently at the up-
stream and downstream transducers, and differently for different paths.

PRV noise have been reported to be detected differently by different paths, and differently by
the upstream and downstream transducers within a path.

In the present version of the program such effects are accounted for by input uncertainties which
(for the convenience of the user [Ref. Group, 2001]) are averaged over all paths, and input un-
certainties may thus be difficult to quantify in practice. Upgrading the program with an addi-
tional option for specification of input uncertainties at individual paths (“Detailed level 27)
would enable a more redlististic description. In many cases the specification of input uncertain-
ties for individual paths may also be simpler to understand for the user of the program, as it is
closer to the practical metering situation. Thus, the disadvantages of such an option (the specifi-
cation of alarger number of input transit time uncertainties) should be balanced with the advan-
tages and improved uncertainty evaluation which can be achieved using a“Detailed level 2”.
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PART B

APPENDICES



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 199

APPENDIX A

SOME DEFINITIONS AND ABBREVIATIONS

In the present appendix, some terms and abbreviations related to USM fiscal gas
metering stations are defined. References to corresponding definitions given else-
where are included. Note that relevant definitions and terminology related to uncer-
tainty calculations are listed in Appendix B, Section B.1.

EMU

USM

Large USM

Small USM

"Evauation of metering uncertainty” [Dahl et al., 1999].

A multipath ultrasonic flow meter for gas based on
measurement of transit times, and calculation of transit
time differences. The wording USM refers to the com-
posite of the meter body (“spoolpiece’), the ultrasonic
transducers, the control electronics, and the CPU unit /
flow computer.

A USM with (nominal) diameter > 12" [AGA-9, 1998].

A USM with (nominal) diameter < 12" [AGA-9, 1998].

USM functional relationship  The set of mathematical equations describing the

Spoolpiece

Meter run

Line conditions

USM measurement of e.g. the axial volumetric flow rate
at line conditions, qusw.

The USM meter body

A flow measuring device within a meter bank complete
with any associated pipework valves, flow straighteners
and auxiliary instrumentation [ISO, 1995b].

Gas conditions at actual pipe flow operational condi-
tions, at the USM instalation location, with respect to
pressure, temperature, and gas composition.

Standard reference conditions Reference conditions of pressure, temperature and

humidity (state of saturation) equal to: 1 atm. and 15 °C
(1013.25 hPa, 288.15 K), for adry, real gas[ISO, 2001].
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Normal reference conditions Reference conditions of pressure, temperature and

humidity (state of saturation) equal to: 1 atm. and 0 °C
(1013.25 hPa, 273.15 K), for adry, real gas[ISO, 2001].

Deviation The difference between the axia volumetric flow rate (or

axial flow velocity) measured by the USM under test and
the actual axia volumetric flow rate (or axia flow ve-
locity) measured by the reference meter [AGA-9, 1998].
Percentage deviation is given relative to the reference
measurement.

Deviation curvell6 The deviation as a function of axia flow velocity over a

given flow velocity range, at a specific installation con-
dition, pressure, temperature and gas composition.

Flow calibration Measurement of the deviation curve (cf. [AGA-9, 1998],
Chapter 5.4).
"Dry calibration"117 (or more precisely, “zero flow verification test”, or "zero

point control"). Measurement of quantities which are
needed for the operation of the USM, such as relevant
dimensions, angles, transit time delays through transduc-
ers, cables and electronics, and possibly At-correction
[AGA-9, 1998]. "Dry cdlibration” measurements are
made typically in the factory, at one or severa specific
conditions of pressure, temperature and gas composition.
Various corrections and correction factors are typically

116

117

By [AGA-9, 1998] the deviation curve is referred to as the “error curve’. Here, the term “error”
will be avoided in this context, since error refers to comparison with the (true) value of the flow
rate, which is never known. Only the reference measurement of the flow calibration laboratory is
compared with, and hence the term “deviation curve” is preferred here.

The wording “dry calibration” has come into common use in the USM community today, and is
therefore used also here. However, it should be emphasized that this wording may be mislead-
ing. The "dry calibration" is not a calibration of the meter in the normal meaning of the word,
but a procedure to determine, usually in the factory, a set of correction factors to be used in the
meter software (including correction of transit times). In [AGA-9, 1998] (Section 5.4), this pro-
cedure is more correctly referred to as “ zero flow verification test”. By [NPD, 2001] the wording
“zero point control” is used.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 201

Zero flow reading

Time averaging period

Integration method

Gauss-Jacobi quadrature

Ideal flow conditions

Axial flow velocity

Transversal flow velocity

PRV

VOS

GUM

VIM

established by the "dry caibration”, such as for transit
times.

The maximum allowable flow meter reading when the
gasis at rest, i.e. both axial and non-axia flow velocity
components are essentially zero [AGA-9, 1998].

Period of time over which the displayed measured flow
velocities and volume flow rates are averaged.

(Or flow profile integration method). Numerical tech-
nigue to calculate the average flow velocity in the pipe
from knowledge of the average flow velocity along each
acoustic path in the USM.

A specific integration method [Abromowitz and Stegun,
1968].

Pipe flow situation where no transversal (non-axial) flow
velocity components are present, and where the axial
flow velocity profile is turbulent and fully developed.
That is, flow conditions in an idea infinite-length
straight pipe.

The component of flow velocity along the pipe axis.

The non-axial components of flow velocity in the pipe.
Pressure reduction valve.

Velocity of sound.

Abbreviation for the 1ISO document “Guide to the ex-
pression of uncertainty in measurement” [1SO, 19953a].

Abbreviation for the 1SO document “International vo-
cabulary of basic and general terms in metrology” [1SO,
1993].
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B.1

APPENDIX B
FUNDAMENTALSOF UNCERTAINTY EVALUATION

The NPD regulations [NPD, 2001] and the NORSOK 1-104 [NORSOK, 1998a] stan-
dard refer to the GUM (Guide to the expression of uncertainty in measurement) [1SO,
1995a]118 as the “accepted norm” with respect to uncertainty analysis. The uncer-
tainty model and the uncertainty calculations reported here are therefore based pri-
marily on the “GUM”.

A brief outline of the GUM terminology used in evaluating and expressing uncer-
tainty isgiven in Section B.1. A list of important symbols used in the Handbook for
expressing uncertainty is given in Section B.2. The GUM procedure used here for
evaluating and expressing uncertainty is summarized in Section B.3, as a basis for
the description of the uncertainty model and the uncertainty calculations. Require-
ments to documentation of the uncertainty calculations are described in Section B.4.

Terminology for evaluating and expressing uncertainty

Precise knowledge about the definitions of the terms used in the Handbook is im-
portant in order to perform the uncertainty calculations with - preferably - a mini-
mum possibility of misunderstandings.

Consequently, the definition of some selected terms regarding uncertainty calcula-
tions which are used in the present Handbook, or are important for using the Hand-
book, are summarized in Table B.1, with reference to the source documents used, in

118 The GUM was prepared by a joint working group consisting of experts nominated by BIPM,

IEC, 1SO and OIML, on basis of a request from the CIPM. The following seven organizations
supported the development, which was published in their name: BIPM, IEC, IFCC, 1SO, IUPAC,
IUPAP and OIML.

The abbreviations are: CIPM: Comité International des Poids et Mesures, France (In-
ternational Committee for Weights and Measures); BIPM: Bureau International des Poids et
Mesures, Sévres Cedex, France (International Bureau of Weights and Measures); 1EC: Interna
tional Electrotechnical Commission, Genéve, Switzerland; IFFC: International Federation of
Clinical Chemistry, Nancy, France; 1SO: International Organization for Standardization Genéve,
Switzerland; ITUPAC: International Union of Pure and Applied Chemistry, Oxford, UK; IUPAP:
International Union of Pure and Applied Physics, Frolunda Sweden; IOML: International Or-
ganization of Legal Metrology, Paris, France.
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which further details may be given. For definition of terms in which symbols are
used, the symbol notation is defined in Section B.2.

For additional definitions of relevance, cf. e.g. the VIM [I1SO, 1993], and the GUM,
Appendices E and F [ISO, 1995a]119,

TableB.1. Definitions of some terms regarding uncertainty calculations.
Typeof term Term Definition Reference
Quantities Output quantity, y In most cases ameasurand y is not measured directly, but GUM, 84.1.1 and
and units is determined from M other quantities x4, Xy, ..., Xy through | 84.1.2, p. 9
afunctional relationship, y = (X1, Xa, ..., Xv)
Input quantity, x;, An input quantity, x, (i = 1, ..., M), isaquantity upon GUM, 84.1.2,p. 9
which the output quantity, y, depends, through a functional
relationship, y = f(X1, Xo, ..., Xy). Theinput quantities may
themselves be viewed as measurands and may themselves
depend on other quantities.
Value Magnitude of a particular quantity generally expressedas | VIM, §1.18.
(of aquantity) aunit measurement multiplied by a number. GUM, §B.2.2,
p. 31
True value Value consistent with the definition of a given particular VIM, 81.19
(of aquantity) guantity. GUM, §3.1.1,
VIM notes (sel ected): p. 4.
1. Thisisavalue that would be obtained by a perfect GUM, §3.2.3,
measurement. p. 4.
2. Truevalues are by nature indeterminate. GUM, 8D.3.5,
GUM comment: p. 41.
3. Theterm “true value” is not used, since the terms
“value of ameasurand” (or of a quantity) and theterm
“true value of ameasurand” (or of a quantity) are
viewed as equivalent, with the word "true” to be re-
dundant.
Handbook comment:
4. Since atrue value cannot be determined, in practice a
conventional true value is used (cf. the GUM, p. 34).
Conventional Value attributed to a particular quantity and accepted, VIM, 81.20
true value sometimes by conventions, as having an uncertainty ap- GUM, §B.2.4,
(of aquantity) propriate for a given purpose. p. 32
VIM note (selected):
1. “Conventional true value’ is sometimes called assigned
value, best estimate of the value, conventional value
or referencevalue.
M easurements Measurand Particular quantity subject to measurement. VIM, §2.6
GUM, §B.2.9
Influence quantity Quantity that is not the measurand, but that affects the re- VIM, §2.7
sult of measurement. GUM, 8B.2.10,
pp. 32-33.
M easurement Result of Value attributed to a measurand, obtained by measure- VIM, §3.1

119

Note that a number of documents are available in which the basic uncertainty evaluation philoso-

phy of the GUM is interpreted and explained in more simple and compact manners, for practical
use in metrology. Some documents which may be helpful in this respect are [Taylor and Kuyatt,
1994], [NIS 3003, 1995], [EAL-R2, 1997], [EA-4/02, 1999], [Bell, 1999], [Dahl et al., 1999]
and [1SO/CD 5168, 2000].
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results

measurement

ment.

VIM notes:

1. When aresult is given, it should be made clear whether
it refersto:
- theindication,
- the uncorrected result,
- the corrected result,
and whether several values are averaged.

2. A complete statement of the result of a measurement
includes information about the uncertainty of
measurement.

GUM, §B.2.11,
p. 33

Indication
(of ameasuring
instrument)

Value of a quantity provided by a measuring instrument.

VIM notes (selected):

1. Thevalue read from the display device may be called
the direct indication; it is multiplied by the instrument
constant to give the indication.

2. The quantity may be the measurand, a measurement
signal, or another quantity to be used in calculating the
value of the measurand.

VIM, 83.2

Uncorrected result

Result of a measurement before correction for systematic
error.

VIM, 83.3
GUM, §B.2.12,
p. 33

Corrected result

Result of a measurement after correction for systematic
error.

VIM, 83.4
GUM, §B.2.13,
p. 33

Correction

Value added algebraically to the uncorrected result of a

measurement to compensate for systematic error.

VIM notes:

1. The correction is equal to the negative of the estimated
systematic error.

2. Since the systematic error cannot be known perfectly,
the compensation cannot be compl ete.

Handbook comment:

3. If acorrection is made, the correction must be included
in the functional relationship, and the calculation of the
combined standard uncertainty must include the stan-
dard uncertainty of the applied correction.

VIM, 83.15.
GUM, §B.2.23,
p. 34

Correction factor

Numerical factor by which the uncorrected result of a
measurement is multiplied to compensate for systematic
error.

VIM note:

1. Since the systematic error cannot be known perfectly,
the compensation cannot be compl ete.

Handbook comment:

2. If acorrection factor is applied, the correction must be
included in the functional relationship, and the calcu-
lation of the combined standard uncertainty must in-
clude the standard uncertainty of the applied correction
factor.

VIM, 83.16
GUM, §B.2.24,
p. 34

Accuracy of
measurement

Closeness of the agreement between the result of a meas-

urement and a true value of the measurand.

VIM notes:

1. Accuracy isaqualitative concept.

2. Theterm “precision” should not be used for “accu-
racy”.

Handbook comment:

3. Accuracy should not be used quantitatively. The ex-
pression of this concept by numbers should be associ-
ated with (standard) uncertainty.

VIM, 83.5
GUM, §B.2.14,
p. 33
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Repeatability Closeness of the agreement between the results of succes- | VIM, §3.6
sive measurements of the same measurand carried out un- GUM, §B.2.15,
der the same conditions of measurement. p. 33.
VIM notes:
1. These conditions are called repeatability conditions.
2. Repeathility conditions include:
- the same measurement procedure,
- the same observer,
- the same measuring instrument, used under the same
conditions,
- the same location,
- repetition over a short period of time.
3. Repeatability may be expressed quantitatively in terms
of the dispersion characteristics of the results.
Reproducability Closeness of the agreement between the results of meas- VIM, 83.7
urements of the same measurand carried out under changed | GUM, §B.2.16,
conditions of measurement. p. 33
VIM notes:
1. A valid statement of reproducability requires specifica-
tion of the conditions changed.
2. The changed conditions may include;
- principle of measurement,
- method of measurement,
- Observer,
- measuring instrument,
- reference standard,
- location,
- conditions of use,
- time.
3. Repeatability may be expressed quantitatively in terms
of the dispersion characteristics of the results.
4. Results are here usually understood to be corrected
results.
Experimental A quantity characterizing the dispersion of theresults, for | VIM, 8§3.8
standard deviation a series of measurements of the same measurand. GUM, §B.2.17,
p. 33
Uncertainty of Parameter, associated with the result of a measurement, VIM, 83.9.
measurement that characterizes the dispersion of the values that could GUM, §2.2.4,
reasonably be attributed to the measurand. p. 2-3.
GUM, §B.2.18,
p. 34.
GUM, Annex D
Error Result of a measurement minus a true value of the meas- VIM, §3.10.
(of measurement) urand. GUM, §B.2.19,
p. 34
Deviation Vaue minusits reference value. VIM, 83.11
Relative error Error of a measurement divided by a true value of the VIM, 8§3.12.
measurand. GUM, §B.2.20,
p. 34.
Random error Result of a measurement minus the mean that would result | VIM, §3.13.
from an infinite number of measurements of the same GUM, §B.2.21,
measurand carried out under repeatability conditions. p. 34.
VIM notes:
1. Random error is equal to error minus systematic error.
2. Because only afinite number of measurements can be
made, it is possible to determine only an estimate of
random error.
Systematic error Mean that would result from an infinite number of meas- VIM, 83.14
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urements of the same measurand carried out under repeat- | GUM, 8§B.2.22,
ability conditions minus the true value of the measurand. p. 34.
VIM notes:
1. Systematic error isequal to error minus random error.
2. Liketrue value, systematic error and its causes cannot
be completely known.
3. For ameasuring instrument, see “bias’.
Characterisation | Nominal range Range of indications obtainable with a particular setting of | VIM, §5.1
of measuring the controls of a measuring instrument.
instruments VIM note (selected):
1. Nominal range is normally stated in terms of its lower
and upper limits.
Span Modulus of the difference between the two limits of nomi- | VIM, §5.2
nal range.
VIM note:
1. In somefields of knowledge, the difference between the
greatest and smallest valueis called range.
Measuring range, Set of values of measurands for which the error of ameas- | VIM, §5.4
Working range uring instrument is intended to lie within specified limits
Resolution (of a Smallest difference between indications of a displaying VIM, 85.12
displaying device) device that can be meaningfully distinguished.
VIM note (selected):
1. For adigital displaying device, thisisthe changein the
indication when the least significant digit changes by
one step.
Drift Slow change of metrological characteristic of ameasuring | VIM, 85.16
instrument.
Accuracy Ability of a measuring instrument to give responses close VIM, 85.18
of ameasuring to atrue value. GUM, §B.2.14,
instrument VIM note: p. 33
1. “Accuracy” isaqualitative concept.
Error (of indica- Indication of a measuring instrument minusaatruevalue | VIM, §5.20
tion) of ameasuring | of the corresponding input quantity. GUM, §B2.2.19,
instrument VIM note (selected): p. 34; Section 3.2
1. Thisconcept applies mainly where the instrument is
compared to a reference standard.
Datum error Error of ameasuring instrument at a specified indication of | VIM, §5.22
(of ameasuring a specified value of the measurand, chosen for checking
instrument) the instrument.
Zexo error Datum error for zero value of the measurand. VIM, §5.23
(of ameasuring
instrument)
Bias Systematic error of the indication of a measuring instru- VIM, 85.25
(of ameasuring ment. GUM, 83.2.3
instrument) VIM note: note, p. 5
1. The bias of a measuring instrument is normally esti-
mated by averaging the error of indication over an
appropriate number of repeated measurements.
Repeatability Ability of a measuring instrument to provide closely smi- | VIM, 85.27
(of ameasuring lar indications for repeated applications of the same meas-
instrument) urand under the same conditions of measurement.
Statistical terms | Random variable A variable that may take any of the values of a specified GUM, &8C.2.2,
and concepts set of values, and with which is associated a probability p. 35
distribution.
Probability A function giving the probability that a random variable GUM, 8C.2.3,
distribution (of a takes any given value or belongsto a given set of values. p. 35
random variable)
Variance A measure of dispersion, which isthe sum of the squared GUM, 8C.2.20,
deviations of observations from their average divided by p. 36.
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one less than the number of observations.

GUM note (selected):

1. The sample standard deviation is an unbiased estimator
of the population standard deviation.

Standard deviation | The positive square root of the variance. GUM, §C.2.12,
GUM note: p. 36;
1. The sample standard deviation is a biased estimator of §C.2.21, p. 37;
the population standard deviation. §C.3.3, p. 38.
Normal distribution GUM, §C.2.14,
p. 34
Estimation The operation of assigning, from the observationsin a GUM, 8C.2.24,
sample, numerical values to the parameters of a distribu- p. 37
tion chosen as the statistical model of population from
which this sample is taken.
Estimate The value of an estimator obtained as a result of an esti- GUM, §C.2.26,
mation. p. 37.
Handbook comment:
1. Estimated value of a quantity, obtained either by meas-
urement, or by other means (such as by calculations).
Input estimate, and | An estimate of the measurand, y, denoted by Y, is ob- GUM, 84.1.4,
Output estimate tained from the functional relationship y = f(xy, X, ..., Xu) p. 10.
using input estimates, %, %,, ..., &, for thevalues of the
M quantities Xy, X, ..., Xv. Thusthe output estimate, which
isthe result of the measurement, isgivenby ¢ =f( R,
Ry ey Ry )
Handbook comment:
1. The symbols used here are those used in this Hand-
book, cf. Section B.2.
Sensitivity Describes how the output estimate y varies with changesin | GUM, 8§5.1.3,
coefficient the values of an input estimate, X, i = 1, ..., M. p.19; 5.1.4, p. 20
Coverage Numerical factor used as a multiplier of the combined GUM, §2.3.6, p.
factor, k: standard uncertainty in order to obtain an expanded un- 3.
certainty. GUM, §G.1.3,
p. 59.
Level of confidence GUM, Annex G,
pp. 59-65.
Standard Uncertainty of the result of a measurement expressed as GUM, §2.3.1,
uncertainty standard deviation p. 3.
GUM, Chapter 3,
pp. 9-18.
Combined standard | The standard uncertainty of the result of a measurement, GUM, §3.3.6,
uncertainty when that result is obtained from the values of a number of | p. 6.
other quantities, is termed combined standard uncertainty, | GUM 8§4.1.5,
and denoted u,. It isthe estimated standard deviation asso- | p. 10.
ciated with the result, and is equal to the positive square
root of the combined variance obtained from all variance
and covariance components.
Expanded Quantity defining an interval about the result of a meas- GUM, §2.35, p.
uncertainty urement that may be expected to encompass alarge frac- 3.
tion of the distribution of values that could reasonably be GUM §6.1.2, p.
attributed to the measurand. 23.
GUM Chapter 5,
pp. 23-24.
Systematic The effect of arecognized effect of an influence quantity. GUM, §3.2.3,
effect Note: p.5

By [NIS 81, 1994, p. 4], contributions to uncertainty aris-
ing from systematic effects are described as “those that
remain constant while the measurement is being made, but
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can change if the measurment conditions, method or
equipment is altered”.

Random effect The effect of unpredictable or stochastic tempora and GUM, §3.2.2,
spatial variations of influence quantities. p. 5

Linearity Deviation between a calibration curve for a device and a | [NPD, 2001]
straight line.

Type A evaluation Method of evaluation of uncertainty by the statistical GUM, §2.3.2,

(of uncertainty) analysis of series of observations. p. 3

Type B evauation Method of evaluation of uncertainty by means other than GUM, §2.3.3,

(of uncertainty) the statistical analysis of series of observations, e.g. by p. 3
engineering/scientific judgement.

Miscellaneous Functional In most cases ameasurand y is not measured directly, but GUM, 84.1.1 and

relationship, f is determined from M other quantities xy, Xy, ..., Xy through | 84.1.2, p. 9

afunctional relationship, y = f(x, X, ..., Xu)
B.2 Symbolsfor expressing uncertainty

In general, the following symbols are used in the present Handbook for expressing
guantities and uncertainties:

s

<>

A

u(’x; )

: the standard uncertainty of an input estimate, x;,

: an estimated value (or ssimply an estimate) of an input quantity, x;,
: an estimated value (or ssmply an estimate) of an output quantity, vy,

u.(¥) : the combined standard uncertainty of an output estimate, y,

U(y)

Ex

Ey:

E

E

: the expanded uncertainty of an output estimate, Y :
U(y) =k (),

: therelative standard uncertainty of an input estimate, % :

_u(%)
%]

X

_u(y)
9

y

the relative combined standard uncertainty of an output estimatel?0, y:

With four exceptions (see Table B.2 and points (1)-(4) below), the symbols used for
expression of uncertainty are those used by the GUM [ISO, 19953, 84.1.5 and

120

For simplicity in notatation, and since it should not cause confusion here, the same symbol, E, is
used for both types of relative (i.e., percentage) standard uncertainties; i.e., relative standard un-
certainty, and relative combined standard uncertainty. In each case it will be noted in the text
which type of relative uncertainty that isin question.
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86.2.1], see also [Taylor and Kuyatt, 1994], [EAL-R2, 1997], [EA-4/02, 1999],
[ISO/CD 5168, 2000].

D)

2

With respect to the symbols used for a quantity and the estimate value of the
guantity, the "conventions' of the GUM are not followed exactly, mainly for
practical reasons!2!, Here, both capital and small letters are used for input quan-
tites, in order to enable use of common and well-established terminology in
USM technology (cf. e.g. [1SO, 1997]) and physics in general, involving both
capital and small letters as symbols for input/output quantities. To distinguish
between a quantity and the estimate value of the quantity, the above defined ter-

minology has thus been chosen (with the symbol “ X” (the “hat notation”) to de-
note the estimate value of the quantity “x").

With respect to relative uncertainties, no specific symbol was used in the GUM,
other than a notation of the type u,(¥)/|¥| (for the relative combined standard

uncertainty of an output estimate, y) [1SO, 1995a, §5.1.6, p. 20]. This notation

has been used also in [ISO/CD 5168, 2000]. However, for the present docu-
ment, asimpler symbol than u,(¥)/|¥ has been found to be useful, or even nec-

essary, to avoid unnecessary complexity in writing the expressions for the rela-
tive expanded uncertainty of the USM fiscal gas metering station. “E,” is the
symbol for relative uncertainty used by e.g. [1SO, 1997]; [ISO 5168:1978], and
has been adopted herel22:123,

121

122

123

In the GUM [1SO, 1995, Section 3.1, pp. 9-10], a quantity and an estimate value for the quantity
are denoted by capital and small letters, respectively (such as"X" and "X", respectively) (cf. Note
310 84.1.1). (Cf. aso [NIS 3003, 1995, pp. 16-17], [ISO/CD 5168, 2000, p. 7).

This notation is considered to be impractical for the present Handbook. For example,
in physics, engineering and elsewhere the temperature is uniformly denoted by T, while in the
USM community a transit time is commonly denoted by t (cf. e.g. [ISO, 1997]). Thisis one of
several examples where this notation is considered to be impractical.

Moreover, also in the GUM, the "GUM conventions' are not used consequently. For
example, in the illustration examples [1SO, 1995, Annex H, cf. p. 68], the same symbol has been
used for a quantity and its estimate, for simplicity in notation.

By [EAL-R2, 1997], the notation w( %) =u(%)/| has been used for the relative standard uncer-
tainty of an estimate X (cf. their Eq. (3.11)). [Taylor and Kuyatt, 1994] has proposed to denote
relative uncertainties by using a subscript “r for the word “relative”, i.e., u,(X)=u(X)/|,
U, (¥)=u(¥)/|Y] and U, =U/[| for the relative standard uncertainty, the relative combined
standard uncertainty, and the relative expanded uncertainty, respectively (cf. their 8D1.4).

The“E,” - notation for relative uncertainties was used also in [Lunde et al., 1997; 2000a].
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(3) With respect to the symbol “U(V), the use of simply “U” has been recom-

mended by the GUM. In the present document that would lead to ambiguity,
since the expanded uncertainties of four output estimates are considered in the
USM uncertainty model: q,, Q, q,,and q., cf. Chapters 2 and 3. Hence, the

symbols U(q, ), u(Q), U(q,,)and U(q,) are used for these, to avoid confu-

son.

(4) With respect to the symbols used for dimensional (absolute) and dimensionless

(relative) sensitivity coefficients, the GUM has recommended use of the symbols
¢ and c , respectively. These symbols are used also by [ISO/CD 5168, 2000].

However, to avoid confusion with the well established notation ¢ used in
acoustics for the sound velocity (VOS), the symbols s and s are used here for

the dimensional (absolute) and dimensionless (relative) sensitivity coefficients of
the output estimate y; to the input estimate X .

In Table B.2, the symbol notation used in the Handbook is summarized and com-
pared with the symbol notation recommended by the GUM.

Table B.2. Symbol notation used in the Handbook in relation to that recommended by the GUM.

Term GUM symboal Handbook symbol Deviation ?
Input quantity & Capital and small letters, re- “ %" denotes the estimate value Yes
estimate value of the input quantity spectively (" X;" and " x, ") of the input quantity * x.
Output quantity & Capital and small letters, re- “ ¥ " denotes the estimate value
estimate value of the output quantity | spectively ("Y' and "y") of the output quantity “y”
Standard uncertainty of an input u(x ) u(x; ) No
estimate
Combined standard uncertainty of an | u_(y) u.(y) No
output estimate
Relative standard uncertainty of an u(x) _u(x)
input estimate \x. ‘ E, = |3§| Yes
Relative combined standard u.(y) _u(y)
uncertainty of an output estimate M E, = M
Expanded uncertainty U u(y) Yes/ No
Relative expanded uncertainty u u(y) No

Y %

Dimensional (absolute) sensitivity c, s
coefficients Yes
Dimensionless (relative) sensitivity c s
coefficients
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B.3  Procedurefor evaluating and expressing uncertainty

The procedure used here for evaluating and expressing uncertainty is the procedure
recommended by the GUM 124 [1SO, 1995a, Chapter 7], given as!2>:

1. The (mathematical) functional relationship is expressed between the measurand,

y, and the input quantities, x;, on which y depends:. y = f(x1, X2, ..., Xm), Where M
is the number of input quantities (in accordance with the GUM, Chapter 7,
81)126, The function, f, should preferably contain every quantity, including all
corrections and correction factors, that can contribute significantly to the uncer-
tainty of the measurement result.

., the estimated value of the input quantity, x;, is determined, either on the basis

of a statistical analysis of a series of observations, or by other means (in accor-
dance with the GUM, Chapter 7, §2)127

The standard uncertainty u(x; ) of each input estimate %, is evaluated; either as

Type A evaluation of standard uncertainty (for an input estimate obtained from a
statistical analysis of observations), or as Type B evaluation of standard uncer-
tainty (for an input estimate obtained by other means), in accordance with the
GUM, Chapter 7, 83 (cf. also the GUM, Chapter 3; [EAL-R2, 1997], [EA-4/02,

1999)).
If the uncertainty of the input estimate X, is given as an expanded uncer-

tainty, U (X, ), this expanded uncertainty may be converted to a standard uncer-

tainty by dividing with the coverage factor, k:

124

125

126

127

Other documents of interst in this context are e.g. [Taylor and Kuyatt, 1994], [NIS 3003, 1995],
[EAL-R2, 1997], [EA-4/02, 1999], [Bell, 1999] and [ISO/CD 5168, 2000], which are al based
on (and are claimed to be consistent with) the GUM. However, the GUM is considered as the
authoritative text.

The GUM procedure is here given in our formulation. The substance is meant to be the same,
but the wording may be different in some cases. In case of possible inconsistency or doubt, the
text given in Chapter 7 of the GUM is authoritative.

In the general overview given in Appendix B, the symbols “y” and “x" are used for the output
and input quantities, respectively. In Chapters 2-4, other symbols are used, which are more in
agreement with the general literature on USMs (see also Section B.2).

With respect to the estimated value of a quantity X; (input or output), the “hat” symbol, 3(, ,is
used here, to distinguish between these. Cf. Section B.2.
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Ux) (B.1)

For example, if U(% )isgiven at a 95 % confidence level, and a normal prob-
ability distribution is used, k = 2. If the confidence level is 99 %, and a normal
probability distribution is used, k = 3. If the confidence level is 100 %, and a
rectangular probability distribution is used, converting to standard uncertainty is
done by using k = V3. When an expanded uncertainty is given as a specific
number of standard deviations, the standard uncertainty is achieved by dividing
the given expanded uncertainty with the specific number of standard deviations.

4. Covariances are evaluated associated with input estimates that are correlated, in

accordance with the GUM, Chapter 7, 84 (cf. also the GUM, Section 4.2). For
two input estimates % and X; , the covariance is given as

u(x; . %; ) = u(x u(x; Jr(x.X; ) (i#]), (B.2)

where the degree of correlation is characterised by r(X;,X; ), the correlation co-
efficient between % and X; (wherei #j and |r|< 1). Thevalueof r(X ,X; ) may
be determined by engineering judgement or based on simulations or experi-
ments. The value is a number between -1 and 1, where r(%;,X; ) = 0 represents
uncorrelated quantities, and |r(X; ,X; )| = 1 represents fully correlated quantities

5. Theresult of the measurement is to be calculated in accordance with the GUM,
Chapter 7, 85. That is, the estimate, ¥, of the measurand, v, is to be calculated
from the functional relationship, f, using for the input quanties the estimates x;

obtained in Step 2.

6. The combined standard uncertainty, u_(y), of the measurement result (output
estimate), V, is evaluated from the standard uncertainties and the covariances

associated with the input estimates, in accordance with the GUM, Chapter 7, 86

(cf. also the GUM, Chapter 4).
u.(y) is given as the positive square root of the combined variance

us (%),
R N N-1 N OT OT R
)= u(x)+2 ——u(Xx,X. ), B.3
2(9) z( j (425 3 2ot ) 63
where N is the number of input esitmates %, i =1, ..., N, and the partia deriva-

tives are the sengitivity coefficients, s, i.e.
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S =—. (B.4)

The expanded uncertainty U is determined by multiplying the combined stan-
dard uncertainty,u.(y), by acoverage factor, k, to obtain

U=k (y) (B.5)

on basis of the level of confidence required for the uncertainty interval y+U , in

accordance with the GUM, Chapter 7, 87 (cf. also the GUM, Chapter 5 and An-
nex G).

For example, if U isto be given at a 95 % confidence level, and a normal
probability distribution is assumed, k = 2. If the confidence level is 99 %, and a
normal probability distribution is used, k = 3. If the confidence level is 100 %,
and arectangular probability distribution is supposed, k = V3.

In the program EMU - USM Fiscal Gas Metering Sation, the coverage
factor kis set to k = 2, cf. Section 1.2, corresponding to a level of confidence of
95.45 % in case of a normal probability distribution of the output estimate, Y

128, |n the uncertainty caclulations of Chapters 5 and 6, k = 2 has also been used

The result of the measurement (the output estimate), y, is to be reported, to-

gether with its expanded uncertainty, U, and the method by which U has been
obtained, in accordance with the GUM, Chapter 7, 87 (cf. aso the GUM, Chap-

ter 6).
This includes documentation of the value of each input estimate, %, the

individual uncertainties u( % ) which contribute to the resulting uncertainty, and

the evaluation method used to obtain the reported uncertainties of the output es-
timate as summarised in steps 1 to 7.

Tables 4.6, 4.8, 4.9, 4.11, 4.13, 4.14, 4.17-4.29 in Chapter 4, as well as
Figs. 5.3-5.19 and 5.28-5.31 in Chapter 5, show typical uncertainty budgets used
for documentation of the calculated expanded uncertainties.

128

Note that a coverage factor of k = 2 produces an interval corresponding to a level of confidence
of 95.45 % while that of k = 1.96 corresponds to a level of confidence of 95 %. The calculation
of intervals having specified levels of confidence is at best only approximate. The GUM justifia-
bly emphasises that for most cases it does not make sense to try to distinguish between e.g. inter-
vals having levels of confidence of say 94, 95 or 96 %, cf. Annex G of the GUM. In practice, it is
therefore recommended to use k = 2 which is assumed to produce an interval having a level of
confidence of approximately 95 %. This is aso in accordance with NPD regulations [NPD,
2001].
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B.4

The above procedure (given by steps 1-8), recommended by the GUM, serves as a
basis for the USM uncertainty model described in Chapter 3, the uncertainty calcula-
tions reported in Chapters 4, and the program EMU - USM Fiscal Gas Metering Sa-
tion described in Chapter 5.

In the NPD regulations [NPD, 2001] the uncertainties are specified as relative ex-
panded uncertainties, at a 95 % confidence level (assuming a normal probability dis-
tribution), with k = 2.

In the formulas which are implemented in the program, the input standard uncertain-
ties, combined standard uncertainties, and the expanded uncertainties, are in many
cases expressed as relative uncertainties, defined as

ux) u) U

— , -, — B.6
X (9

respectively.

Documentation of uncertainty evaluation

According to the GUM [ISO, 1995a, Chapter 6], al the information necessary for a
re-evaluation of the measurement should be available to others who may need it.

In Chapter 6.1.4 of the GUM it is stated that one should:

(1) describe clearly the methods used to cal culate the measurement result and its un-
certainty from the experimental observations and input data,

(2) list al uncertainty components and document fully how they were evaluated,

(3) present the data analysis in such a way that each of its important steps can be
readily followed and the calculation of the reported result can be independently
repeated if necessary,

(4) giveall corrections and constants used in the analysis and their sources.

The present Handbook together with the program EMU - USM Fiscal Gas Metering
Sation should fill essential parts of the documentation requirements (1)-(4) above.
A printout of the worksheets used for uncertainty evaluation of the measurand in
question, together with the “Report” worksheet and the mathematical expressions
given in Chapters 2 and 3, may be used in a documentation of the uncertainty
evaluation of the metering station.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 215

In addition, the user of the program must himself document the uncertainties used as
input to the program!29. Such documentation may be calibration certificates, data
sheets, manufacturer information or other specifications of the metering station.

For uncertainty calculations on fiscal metering stations this requires that every quan-
tity input to the calculations should be fully documented with its value (if needed),
and its uncertainty, together with the confidence level and probability distribution.
Furthermore, it must be documented that the functional relationships used in the un-
certainty calculation programs following the Handbook are equal to the ones actualy
implemented in the metering station. An uncertainty evaluation report should be gen-
erated, containing the uncertainty evaluations and copies of (or at |least reference to)
the documentation described above.

129 In many cases this is a difficult point, especially with respect to some of the USM input uncer-
tainties, such as the integration uncertainty (installation conditions), and the uncertainty of uncor-
rected systematic transit time effects.
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Cl1l

APPENDIX C

SELECTED REGULATIONSFOR USM FISCAL GAS
METERING STATIONS

The present Handbook relates to USM fiscal gas metering stations designed and op-
erated according to NPD regulations [NPD, 2001]. For fiscal metering of gas using
ultrasonic meters, the regulations refer to the NORSOK 1-104 national standard and
the AGA Report No. 9 as recognised standards (“accepted norm”).

As a basis for the uncertainty calculations of the present Handbook, a selection of
NPD regulations [NPD, 2001] and NORSOK requirements [NORSOK, 19983
which apply to USM metering stations for sales metering of gas, are summarized in
the following (with citations from the respective documents).

Only selected regulations are included here. That is, regulations which are related to
uncertainty evaluation and to fiscal gas metering stations based on USMs. The se-
lection is not necessarily complete. For the full regulationsit is referred to the above
referenced documents.

NPD regulations (selection)

The following selection of regulations of relevance for USM fiscal gas metering sta-
tions are taken from [NPD, 2001].

» Section 8, Allowable measuring uncertainty. Measurement system, Gas metering for sale and al-
location purposes: £1.0 % of mass, at 95 % confidence level (expanded uncertainty with coverage
factor k = 2).

It shall be possible to document the total uncertainty of the measurement system. An uncertainty
analysis shall be prepared for the measurement system within a 95 % confidence level. In the pre-
sent regulations a confidence level equal to £2 o, i.e. a coverage factor k = 2, isused. Thisgivesa
confidence level dlightly higher than 95 %.

In respect of the measurement system's individual components the following maximum limits ap-
ply:
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Component Circuit Linearity limits Uncertainty limits | Repeatability
uncertainty limits | (band) component limits (band)
Ultrasonic 1 pulse of 100 000, | 1.0 %inworking |+ 0.70 % inwork- | 0.50 % in working
flow meter gas 0.001 %, range (20:1). De- ing range (20:1) range (20:1) after
(sales- allocation) | at pulsetransmis- | viation from refer- | after zero point zero point control
sion of signal encein cdibration | control
shall belessthan
+1.50 % in work-
ing range (20:1)
before use of cali-
bration factor
Pressure + 0.30 % of NA +0.10 % of NA
measuring measured valuein measured valuein
working range working range
Temperature +0.30°C NA +0.20°C NA
measuring oil, gas
Density + 0.25 % of NA +0.20 % of NA
measuring gas measured value measured value
Calorificvaluegas | NA NA +0.15 % of NA
calorific value
Uncertainty NA NA +0.001 % NA
computer part for
oil and gas

* Re. Section 8, Allowable measuring uncertainty. The basic principles for uncertainty analysis are
stated in the SO " Guide to the expression of uncertainty in measurement” (the Guide).

e Section 10, Reference conditions. Standard reference conditions for pressure and temperature
shall in measuring oil and gas be 101.325 kPa and 15 °C.

e Section 11, Determination of energy content, etc. Gas composition from continuous flow pro-
portional gas chromatography or from automatic flow proportional sampling shall be used for de-
termination of energy content.

With regard to sales gas metering stations two independent systems shall be installed.

* Re. Section 11, Determination of energy content, etc. Recognized standard for determination of
energy content will be ISO 6976 or equivalent. Reference temperature for energy calculation
should be 25 °C / 15 °C (°C reference temperature of combustion / °C volume). When continuous
gas chromatography is used, recognized standard will be NORSOK [-104.

e Section 13, Requirements to the metering system in general. The metering system shall be
planned and built according to the requirements of the present regulations and in accordance with
recognized standards for metering systems.

On sales metering stations the number of parallel meter runs shall be such that the maximum flow
of hydrocarbons can be measured with one meter run out of service, whilst the rest of the meter
runs operate within their specified operating range.

If necessary, flow straighteners shall be installed.

In areas where inspection and calibration takes place, there shall be adequate protection against the
outside climate and vibration.

The metering tube and associated equipment shall be installed upstream and downstream for a
distance sufficient to prevent temperature changes affecting the instruments that provide input sig-
nals for the fiscal calculations.

* Re. Section 13, Requirements to the metering system in general. If, on an alocation metering
station with ultrasonic metering a concept based on only one metering tube is selected, there should
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be possihilities to check the meter during operation and to have the necessary spare equipment
ready for installation in the metering tube.

In gas metering the maximum flow velocity during ultrasonic metering should not exceed 80 per-
cent of the maximum flow rate specified by the supplier.

» Section 14, The mechanical part of the metering system. It shall be documented that surrounding
equipment will not affect the measured signals.

* Re. Section 14, The mechanical part of the metering system. Re. design of the metering system
for hydrocarbons in gas phase, recognized standards are NORSOK [-104, SO 5167-1, AGA Re-
port no. 9 and 1SO 9951.

» Section 15, The instrument part of the metering system. Pressure, temperature, density and com-
position analysis shall be measured in such way that representative measurements are achieved as
input signals for the fiscal calculations (cf. Section 8).

* Re. Section 15, The instrument part of the metering system. Recognized standards are NORSOK
1-104 and I-105.

The signals from the sensors and transducers should be transmitted so that measurement uncer-
tainty isminimized. Transmission should pass through as few signal converters as possible. Signal
cables and other parts of the instruments loops should be designed and installed so that they will
not be affected by electromagnetic interference.

When density meters are used at the outlet of the metering station, they should be installed at least
8D after upstream disturbance.

When gas metering takes place, density may be determined by continuous gas chromatography, if
such determination can be done within the uncertainty requirements applicable to density meas-
urement. |f only one gas chromatograph is used, a comparison function against for example one
densitometer should be carried out. Thiswill provide independent control of the density value and
that density is still measured when GC is out of operation.

Measured density should be monitored.

* Re. Section 16, The computer part of the metering system. Recognized standards are NORSOK
1-104 and I-105.

In ultrasonic measuring the computer part should contain control functions for continuous moni-
toring of the quality of the measurements. It should be possible to verify time measurements.

* Re. Section 19, General. When equipment is taken into use, the calibration data furnished by the
supplier may be used, if they are having adequate traceability and quality. If such is not the case,
the equipment should be recalibrated by a competent |aboratory. By competent laboratory is
meant a laboratory which has been accredited as mentioned in recognized standard EN 45000/ISO
17025, or in some other way has documented competence and ensures traceability to international
or national standards.

» Section 20, Calibration of mechanical part. The mechanical parts critical to measurement uncer-
tainty shall be measured or subjected to flow calibration in order to document calibration curve.

The assembled fluid metering system shall be flow tested at the place of manufacture and flow
meter calibration shall be carried out.

* Re. Section 20, Calibration of mechanical part. The checks referred to will for example be
measuring of critical mechanical parameters by means of traceable equipment.
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The linearity and repeatability of the flow meters should be tested in the highest and lowest part of
the operating range, and at three points naturally distributed between the minimum and the maxi-
mum values.

e Section 21, Calibration of instrument part. The instrument loops shall be calibrated and the cali-
bration results shall be accessible.

e Section 23, Maintenence. The equipment which is an integral part of the metering system, and
which is of significant importance to the measuring uncertainty, shall be calibrated using traceable
equipment before start of operation, and subsequently be maintained to that standard.

e Section 25, Operating requirements for flow meters. In case of ultrasonic flow measurement of
gas the condition parameters shall be verified.

During orifice plate gas measuring or or ultrasonic gas measuring the meter tupes shall be checked
if there isindication of changein internal surface.

* Re. Section 25, Operating requirements for flow meters. Ultrasonic flow meters for gas should
be checked after pressurization and before they are put into operation to verify sound velocity and
zero point for each individual sound path. Deviation limits for the various parameters shall be de-
termined before start-up.

Recalibration should be carried out if the meter has a poor maintenance history.

Sound velocity and the velocity of each individual sound path should be followed up continuously
in order to monitor the meter.

e Section 26, Operation requirements for instrument part. The calibration methods shall be such
that systematic measurement errors are avoided or are compensated for.

Gas densitometers shall be verified against calculated density or other relevant method.

e Section 28, Documentation prior to start-up of the metering system. Prior to start-up of the me-
tering system, the operator shall have the following documents available: .......... , (9) uncertainty
analysis.

e Section 29, Documentation relating to the metering system in operation. Correction shall be
made for documented measurement errors. Correction shall be carried out if the deviation is larger
than 0.02 % of the total volume. If measurement errors have a lower percentage value, correction
shall nevertheless be carried out when the total value of the error is considered to be significant.

If there is doubt as to the time at which a measurement error arose, correction shall apply for half
of the maximum possible time span since it could bave occurred.

e Section 30, Information. The Norwegian Petroleum Directorate shall be informed about : ..., (b)
measurement errors, (c) when fiscal measurement data have been corrected based upon calcula
tions, ..., etc.

e Section 31, Calibration documents. Description of procedure during calibration and inspection,
as well as an overview of results where measurement deviation before and after calibration is
shown, shall be documented. This shall be available for verification at the place of operation.
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C.2

NORSOK [-104 requirements (selection)

The NPD regulations for fiscal metering of gas [NPD, 2001] refer to NORSOK 1-104
[NORSOK, 19984] as an accepted norm. The following selection of functional and
technical requrements are taken from NORSOK [-104.

84.1, General. Fiscal measurement systems for hydrocarbon gas include all systemsfor:
- Sales and allocation meassurement of gas,

- Measurement of fuel and flare gas,

- Sampling,

- Gas chromatograph.

84.2, Uncertainty. Uncertainty limits for sales and allocation measurement (expanded uncertainty
with a coverage factor k = 2): £1.0 % of standard volume (other units may be requested (project
specific), e.g. mass, energy, etc.). (ClassA.)

The uncertainty figure shall be calculated for each component and accumulated for the total system
in accordance with the following reference document: Guide to the Expression of Uncertainty in
M easurement.

84.4, Calibration. All instruments and field varibles used for fiscal calculations or comparison
with fiscal figures shall be traceably calculated by an accredited laboratory to international/national
standards.

All geometrical dimensions used in fiscal calculations shall be traceably measured and certified to
international/national standards.

§5.1.3, Equipment / schematic. The measurement system shall consist of:

- A mechanical part, including the flow meter,

- Aninstrument part,

- A computer part performing calculations for quantity, reporting and control functions.

§5.1.7, Maintenance requirements;

§5.1.7.2, Calibration. If it isimpossible to calibrate the meter at the relevant process conditions,
the meter shall at least be calibrated for the specific flow velocity range.

§5.1.8, Layout requirements. Ultrasonic flow meters shall not be installed in the vicinity of pres-
sure reduction systems (valves, etc.) which may affect the signals.

§5.2.2, Mechanical part:

§5.2.2.1, Sizing. The measurement system shall be designed to measure any expected flow rate
with the meters operating within 80 % of their standard range (not extended).

§5.2.2.4, Flow meter designs/ ultrasonic meters. The number of paths for ultrasonic meters shall
be determined by required uncertainty limits.

All geometric dimensions of the ultrasonic flow meter that affect the measurement result shall be
measured and certified using traceable equipment, at know temperatures. The material constants
shall be available for corrections.

In order for the ultrasonic meter to be accepted and considered to be of good enough quality the
maximum deviation from the reference during flow calibration shall be less than £1.50 %. The
linearity shall be better than +1.0 % (band) and the repeatablity shall be better than 0.5 % (band).
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These requirements are applicable after application of zero flow point calibration but before appli-
cation of any correction factors, for flow velocities above 5 % of the maximum measuring range.

For the meter run, the minimum straight upstream length shall be 10 ID. The minimum straight
downstream length shall be 3 ID. Flow conditioner of a recognized standard shall be installed,
unlessit is verified that the ultrasonic meter is not influenced by the layout of the piping upstream
or downstream, in such away that the overall uncertainty requirements are exceeded.

85.2.2.7, Thermal insulation. The ultrasonic flow meter with associated meter tube should be
thermally insulated upstream and downstream including temperature measurement point, in order
to reduce temperature gradients.

e 85.2.3, Instrument part:

8§5.2.3.1, Location of sensors: Pressure and temperature shall be measured in each of the meter
runs. Density shall be measured by at least two densitometers in the metering station. The den-
sity measurement device shall be installed so that representative measurements are achieved. Pres-
sure and temperature measurement shall be measured as close as possible to the density measure-
ment.

§5.2.3.5, Temperature loop. For fiscal measurement applications the smart temperature transmit-
ter and Pt 100 element should be two separate devices where the temperature transmitter shall be
installed in an instrument enclosure connected to the Pt 100 element via a 4-wire system. Alterna-
tively, the Pt 100 element and temperature transmitter may be installed as one unit where the tem-
perature transmitter is head mounted onto the Pt 100 element (4- or 3-wire system).
The Pt 100 element should as minimum be in accordance to EN 60751 tolerance A.

The temperature transmitter and Pt 100 element shall be calibrated as one system where the Pt 100
element’s curve-fitted variables shall be downloaded to the temperature transmitter before final ac-
credited calibration. The total uncertainty for the temperature loop shall be better than +0.15 °C.

§5.2.3.7, Direct density measurement. Continuous measurement of density is required. The den-
sity shall be measured by the vibrating element technique. Density calculation and calibration shall
be in accordance with company practice. The density shall be corrected to the conditions at the
fiscal measurement point. If density is of the by-pass type temperature compensation shall be ap-
plied.

The uncertainty (expanded uncertainty with a coverage factor k = 2) of the complete density cir-
cuit, including drift between calibrations, shall not exceed +0.30 % of measured value.

85.2.3.9, Ultrasonic flow meter. For the ultrasonic flow meter, critical parameters relating to
electronics and transducers shall be determined. It shall be possible to verify the quality of the
electric signal, which represents the acoustic pulse, by automatic monitoring procedures in the in-
strument or by connecting external test equipment.

The transducers shall be marked by serial number or similar to identify their location in the meter
body, etc. A dedicated certificate stating critical parameters shall be attached.

e §85.2.4, Computer part:

85.2.4.5, Calculations. The computer shall calculate flow rates and accumulated quantities for

(8) Actual volume flow,

(b) Standard volume flow,

(c) Massflow, and

(d) Energy flow (application specific).

All calculations shall be performed to full computer accuracy. (No additional truncation or round-
ing.)

The interval between each cycle for computation of instantaneous flow shall be less than 10 sec-
onds.
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APPENDIX D

PRESSURE AND TEMPERATURE CORRECTION OF THE
USM METER BODY

The present appendix gives the theoretical basis of the model for pressure and tem-
perature correction of the USM meter body given by Egs. (2.12)-(2.17).

Another objective of the present appendix is to show that Egs. (2.12)-(2.17) are
practically equivalent to Egs. (2.20)-(2.22), for USMs where al inclination angles
are +45°, and to evaluate the error of Egs. (2.20)-(2.22) for inclination angles of
practical interest for current USMss, 40° - 60°.

Having defined the notation and most of the quantities involved in Chapter 2, take as
starting point the temperature and pressure expansion of the inner radius of the meter
body given by Egs. (2.13) and (2.16)-(2.18), i.e. (cf. e.g. [Lunde et a., 1997, 2001],
[AGA-9, 1999)])

R=K;K,R,, Wwhere K; =1+adT, Kp =1+ BAP,, . (D.1)

ry ?

In the following, the influence of temperature and pressure on the other geometrical
guantities of the meter body are examined, and the consequences for Eqg. (2.12) ad-
dressed.

Temper atur e change

First, consider a temperature change only, ATqy. The consegquences for the geo-
metrical quantities areillustrated in Fig. D.1. From the figure one has

Yio = R, cosb,, (D.2)

Do = 2R7 ~ Yo (D.3)

L, =D (D.4)
sng,
D.

=D (D.5)
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where Do is the chord length of path no. i, and subscript “0” is used to denote the
relevant geometrical quantity at dry calibration conditons.

o
S
L _________6________

Fig. D.1 Geometry for acoustic path no. i in the USM, showing changes with temperature, T (sche-
matically).

Now, for a temperature change ATy, only, it is assumed here - as a simplification,
depending on the type of pipe support for the meter body - that the meter body will
expand equally in the axial and radial directions!30. In this case the angles remain
unchanged, cf. Fig. D.1, i.e.

6 =6, and @ =¢q, . (D.6)

Consegquently, one obtains

y; = Rcosf, = K;R, cosf, = Ky, (D.7)

D, = 2\/R2 -y = 2\/KT2R02 —Kr¥io =K:2yR; — ¥ =KDy , (D.8)

|_i = _Di =~ K_T Dio = KT LiO , (Dg)
sn@ sng,

= Di =~ KT Dio = KTXiO . (DlO)
tang tang,

130 This assumption may be a simplification, depending on the type of pipe support for the meter
body. For instance, for nearly "clamped" axial boundary conditions (such as a meter body
mounted in an infinitely long pipe), the meter body is not likely to expand much in the axia di-
rection, and the assumption may be poor. At the other extreme, for "free" axial boundary condi-
tions (afinite pipe section with free ends), the meter body is free to expand in the axial direction,
and the assumption should be a reasonable one. Between these two extremes is expected to be
the case of ameter body mounted in afinite pipe section (between bends).
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Pressur e change

Next, consider a pressure change, 4Pqy. The consequences for the geometrical

guantities are illustrated in Fig. D.2. For a uniform internal pressure change, the an-
gle 8, remains unchanged, i.e.

(D.11)

Fig. D.2 Geometry for acoustic path no. i in the USM, showing changes with pressure, P (schemati-
cally). [lllustrated here - without loss of generality - for a cylindrical pipe section model
(ends free), with axial contraction.

Consequently, one obtains

y; = Rcosf, = K R, cosf, =K.y, , (D.12)

D, = 2,/R? - y? =2/KZR? —K2y5 =K, 2/Re - y3 =KD, . (D.13)

With respect to displacement in the axia direction, x;, different models for the meter
body pressure expansion / contraction are in use (cf. Table 2.6), and these give dif-
ferent results for the axial displacement. However, the different models can be
treated here conveniently in one single description. Let

x =Kox,, Wwhere K, =1+ 4P, (D.14)

ry 1

is the correction factor for the for the axial displacement of the USM meter body,
and S isthe coefficient of linear pressure expansion for the axial displacement?3L,

131 For the cylindrical pipe section model (with free ends), one has B =R,/Yw and
B° =-R,0/Yw [Roark, 2001, p. 592], so that S°/B=-0 . For the cylindrical tank model
(with ends capped), one has B~ = (R, /YW)(1-0/2) and S~ =(R,/Yw)(0.5-0) [Roark, 2001,
p.593], sothat B /B =(1-20)/(2-0).
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One needs to express x; in terms of K, instead of K,,. For this purpose, the ratio of
the two correction factorsis written as

K, 1+ ﬁ*APdry
Ke 1+p4P,,

=1-(g- B )or,, = 1—[1—%}( K,-1), (D.15)

C

where C is anumber very close to unity. Consequently, Eq. (D.14) can be written as
X =Kp,Cxy, , (D.16)

leading to

L = +D7 =,[KZC? + KD =K2[1- (8- B Jap,,|" X + K2D2

2
XiO
2

w(p-pJar,, (D7)

= [Keli-2{s- 5 Jar, [x; + kD] = KpLio\/1-2

= KPLiO\/l_ 2 cos’ ¢|0(,B - ,8* )Apdry

and

tanq)I = E = KPDiO = tan(a'o . (D18)
X KsCx, C

Combined temperatur e and pressur e change

Hence, for a combined temperature and pressure change, one has
i = K:KpYio (D.19)
D, =K.K,D, , (D.20)
X = K;K,Cx, (D.21)
@ :tan‘l(mn%} , (D.22)

For steel (o = 0.3), the ends-free model gives S / B =-0.3, and the ends-capped

model gives B’ / £ =0.235. The two models thus have different sign, where the former model

gives axial contracton, and the latter model gives axial expansion.
For the infinitely long pipe model (ends clamped, with no axial displacement), one has

B =0sothat B /B=0.
The parameters involved are defined in Section 2.3.4 (cf. Table 2.6).
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L = Ky KpLigy1-2c0s? g, (8- B )JaP,, . (D.23)

Egs. (D.19)-(D.23) should constitute arelatively general model for the effect of pres-

sure and temperature on the USM meter body, accounting for any model being used
for the radial and axial pressure expansion / contraction of the meter body (i.e. for

and B, respectively). These expressions form the basis of Section 2.3.4.

M eter swith inclination angles equal to +45°

From the above analysis, the validity of the commonly used expression for qusu
given by Egs. (2.20)-(2.22) may be evaluated, as addressed in the following.

From Egs. (D.1), (D.21) and (D.23) one obtains

R*L? ~ (KTKPRO)Z(KTKPLiO\/l_ZCOSZ QO(ﬂ_ﬁ* )Apdfy )2

X K; KsCx,
:mKﬂ(s1_2COSZ¢|O('B_ﬁ*)APdry (D 24)
Xo | 1-B(K.-1) |

Ro L|0 K K [1+(1 2 cos? @) (,3 B )A dry]

i0

For USMs for which dl inclination angles are +45°, i.e. @,=+45%i=1, ..., N, one
has 1-2cos” ¢, =0, and Eq. (D.24) reducesto

2] 2
RL; RO Lo K3KS, i=1,...,N, (D.25)
X Xio

so that insertion into Formulation C given in Table 2.5 leads to

N (Nreﬂi +1)Li2(tli _t2i)

C RS e, = K2K? D.26
; i 2Xit1it2i T PqUSM 0 ( )
where
N, (Ney + 1)L (ty —t5)
Gug o = 7RG D W — N = (D.27)
i=1 i0™1i -2i

is Formulation C with the “dry calibration” values for the geometrical quantities in-
Serted.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 227

It has thus been shown that for meters with inclination angles equal to +45°, Formu-
lation C of Table 2.5, in combination with Egs. (2.13)-(2.17), lead exactly to Eq.
(D.26), which is the same as Egs. (2.20)-(2.22). That means, the relationship has
been shown for formulation C.

Since formulations A, B, C and D, given by Table 2.5, are equivalent (can easily be
derived from one another), it follows that Egs. (2.20)-(2.22) apply to al the four

formulations.

M eter swith inclination angles different from 45°

Current USMs use inclination angles in the range 40 to 60°, approximately. To
evaluate whether Eq. (D.26) is agood approximation also for such inclination angles,
the relative error made by using Eq. (D.26) is investigated. From Eg. (D.24) this
relative error is equal to

(1-2c0s? @, )(B - B JaP,, (D.28)

which for the three meter body expansion models becomes

(1-2cos® @, )B(1+0 Vil for the cylindrical pipe section model (ends free),

(1-2c08* g, ) AP,

(1-2cos’ @, ) ;t—zAPdry , for the cylindrical tank model (ends capped),

for the infinite cylindr. pipe model (ends clamped), (D.29)

respectively, where £ is given in Table 2.6 for two of the models considered here
(ends free and ends capped).

For example, consider the ends-free model, steel (o= 0.3), and a“worst case” exam-
ple with ¢@,=60° for path no. i. The relative error made by using Eq. (D.26) is then

3(1+0)pAP,, =5 [.30BAP,, , which is typicaly of the order of 6 M10™° AP, .
(Here, 4P, isgivenin bar, and SBis given in Table 2.6.) For the 12" USM data
given in Table 4.3, pressure deviations of e.g. 4F,, = 10 and 100 bar yield relative

errorsin flow rate of about 610 = 0.006 % and 610" = 0.06 %, respectively.

Consequently, for moderate pressure deviationsAR,,, (a few tens of bar), such errors

can be neglected, and Eq. (D.26) may be used also for inclination angles in the range
40° to 60°. However, for large pressure deviations 4P, ( 100 bars or more), such er-
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rors may not be negligiblel32, and Eq. (D.26) represents an approximation which is
not so good for inclination angles approaching 60°.

Hence, for such pressure deviations and inclination angles, Eg. (2.20) represents only
an approximation (with respect to separation of Kp). It should be noted, however,
that K+ can be separated out in all cases.

132 The NPD regulations [NPD, 2001] state that “Correction shall be made for documented meas-
urement errors. Correction shall be carried out if the deviation is larger than 0.02 % of the total
volume.” (cf. section C.1).
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APPENDIX E

THEORETICAL BASISOF UNCERTAINTY MODEL

The present appendix gives the theoretical basis and mathematical derivation of the
uncertainty model for the USM fiscal gas metering station which is summarized in
Chapter 3.

As described in Section 1.4, the present appendix is included essentially for docu-
mentation of the theoretical basis of the uncertainty model. For practical use of the
Handbook and the computer program EMU - USM Fiscal Gas Metering Sation, it is
not necessary to read Appendix E. Chapter 3 is intended to be self-contained in that

respect.

For convenience and compactness the detailed derivation of the uncertainty model is
given here for the actual USM volumetric flow rate measurement only, q,, given by
Egs. (2.1) and (2.9) for the functional relationship, and Egs. (3.1) and (3.6) for the
relative expanded uncertainty, respectively.

The uncertainty models for the volumetric flow rate at standard conditions, Q, the
mass flow rate, q,,, and the energy flow rate, q,, are then obtained easily from the

uncertainty model derived for the volumetric flow rate measurement, q,, simply by
including the uncertainties of P, T, Z/Z, (for Q), p (for q,,), and P, T, Z/Z, and Hs
(for q.), as given by Egs. (3.7)-(3.9), respectively (cf. the footnote accompanying

Egs. (2.1)-(2.4)).

The overall uncertainty model for the fiscal gas metering station is derived first, cf.
Section E.1. The uncertainty model for the un-flow-corrected USM is then given in
Section E.2. In Section E.3 the results of Section E.2 are combinded with the uncer-
tainty model for the gas metering station, so that the model accounts for the USM
flow calibration, the USM field measurement, the flow calibration |aboratory, etc.

On basis of the detailed derivations given here, Chapter 3 summarizes the expres-
sions which are implemented and used in the program EMU — USM Fiscal Gas Me-
tering Sation.
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E.l

Basic uncertainty model for the USM fiscal gas metering station

For the volumetric flow rate measurement, the functional relationship is given by Eq.
(2.1), whichisequivalent to Eq. (2.9). The various quantitiesinvolved are defined in
Section 2.2.

Since qyq, ; and q,g, are measurement values obtained using the same meter (at the
flow laboratory and in the field, respectively), d,q,; and q,g, are patialy corre-
lated. That is, some contributionsto g, ; ad q,q, are correlated, while others are

uncorrelated. This partial correlation has to be accounted for in the uncertainty
model.

There are several ways to account for the partial correlation between g4, ; and
Quau 133. The method used here (for the purpose of deriving the uncertainty model)
isto decompose qq, ; and q,g, intotheir correlated and uncorrelated parts, i.e.:

Qusw,j = qLLJJSM,j + qL(J:SM,j ) (E.1)
Qusv = Qo *+ Qs » (E.2)
respectively134,

Here, gy, ; and qjg, arethose parts of the estimates q,q, ; and q g, Which are as-

sumed to be mutually correlated. They are associated with standard uncertainties

133 Three possible approaches to account for the partial correlation between ¢, ; and gyg, are

addressed in Appendix F. This includes the approach used here, and its relationship to and
equivalence with the approach recommended by the GUM, as given by Egs. (B.2)-(B.3).

134 This method of decomposition into correlated and uncorrelated parts (of partialy correlated

guantities), such as used in Egs. (E.1)-(E.2), has not been found to be mentionened in other
documents on uncertainty evaluation, such as e.g. [1SO, 1995], [EAL-R2, 1997], [ISO/CD 5168,
2000], [NIS, 1995], [Taylor and Kuyatt, 1994]. However, the method was applied succesfully in
[Lunde et al., 1997], and a variant of this approach (although for a different type of problem) has
been used in [EA-4/02, 1999, Appendix G, p. 23 (D5)].

This method has its main advantage when partial correlations are involved, so that the
correlation coefficient, r, involved in the " covariance method” recommended by the GUM (cf.
Egs. (B.2)-(B.3)), isdifferent from 0 and +1 (|r| < 1). The evaluation of r may then in practice
be difficult. However, by using the ”decomposition method”, the inclusion of the correlation co-
efficient r in the evaluation of the standard uncertainty of the measurand is avoided. In fact, the
"decomposition method” used here and ”covariance method” recommended by the GUM are
equivalent, as shown in Appendix F.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 231

which are due to systematic effects. qq, ; and gyg, arethose parts of the estimates
Qusw ; @nd gy, Which are assumed to be mutually uncorrelated.

Formally135, thus, by inserting Egs. (E.1)-(E.2), Eq. (2.9) can be written as

U c
Ousv  Ouaw
U c

UsM +qUSM,j

0, =3600K 4 ; Ores | (E.3)

From Eq. (E.3), the combined variance of the estimate @, isgiven as

ug(av ) :l:dgelv - uc(kde\/,j )] +|:£Id€lvl uc(aref,j )}

+_g€%uc(aﬂw )} {%ucmﬂw,j )}

(E.4)

— Yo (Gusu

N

(B ) HUCE g )

where

u.(g,) = combined standard uncertainty of the output volumetric flow
rate estimate, q, ,

~

uc( Kdev,j )

combined standard uncertainty of the deviation factor esti-
mate, K

dev,j ?
uc(t“q,ef'j ) = combined standard uncertainty of the reference measurement,

0.« ;- & test flow rate no. j (representing the uncertainty of the
flow calibration laboratory),

U.(Que, ) = combined standard uncertainty of the estimate ¢, (represent-
ing the USM uncertainty contributions in field operation, which
are uncorrelated with flow calibration),

135 Note that the decomposition of each of the flow rate measurements Quav,; @nd dygy iNto two

terms, a correlated and an uncorrelated term, as made in Egs. (E.1)-(E.3), is used only for the
purpose of developing the uncertainty model. This type of description, with such a decomposi-
tion of the flow rate measurements, is of course never used in any gas metering station or USM
agorithm.
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U.(Oyau; ) = combined standard uncertainty of the estimate g, ;. a test
flow rate no. j (representing the USM uncertainty contributions
in flow calibration, which are uncorrelated with field opera-
tion),

U.(GSqs ) = combined standard uncertainty of the estimate g4, (represent-
ing the USM uncertainty contributions in field operation, which
are correlated with flow calibration),

U,(Ggaq ;)= combined standard uncertainty of the estimate g, ;, at test
flow rate no. j (representing the USM uncertainty contributions
in flow calibration, which are correlated with field operation),

U(Qemm) = Standard uncertainty of the estimate @, , due to signal communi-
cation between USM field electronics and flow computer (e.g.
use of analog frequency or digital signal output), in flow cali-
bration and field operation (assembled in on term),

U(Qqoem ) = Standard uncertainty of the estimate @, , due to flow computer
calculations, in flow calibration and field operation (assembled
in on term).

A

As explained in Section B.2, the symbol “ x” (the “hat notation”) has been used to
denote the estimated value of a quantity “x”, in order to distinguish between a quan-
tity and the estimated value of the quantity.

The contributions appearing in the third line of Eq. (E.4) represent the contributions
to the combined variance from the correlated input estimates ?qus,v,,j and Q54 . The

other terms represent the contributions from the uncorrelated input estimates. To ob-
tain Eq. (E.4), it has been assumed that the deviation factor estimate K IS uncor-

dev,j
related with the other quantities appearing in Eq. (E.3). This assumption may be
questioned, as K, ; may be correlated with possible systematic contributions to
O, ; » DUt is not addressed further here.

Now, since it follows from Eqg. (E.3) that

A, _ G A _ 4
dzdev,j IZde\/,j , ﬁref ! Qref N ,
A, _ 4 A, _ 4 (E5)
llJJSM qUSM , ﬁSSM qUSM ’
A, ___4 A, ___4

U ~ ' C ~ )
USM ,j Quam ,j O‘aUSM,j Quam ,j
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Eq. (E.4) becomes

dev, j

u.(a,) ’ _ u (K
a, K

dev, j

1

Ores

uc(dref,j ):lz

+

Qusm

U Feorn )

U (B )T {

Quam ,j

a,

T +{u(qu.(mn)

g,

:

Qusm

A 2 . . 2
uc(qLLJJSM,j ):l +|:UC(QS§M )_ uc(qL(J:SM,j )

Qusv ,j

To simplify the notation, Eq. (E.6) can be written more conveniently as

} (E.6)

2 _ 2 2 2 2 2 2 2
E, = Ede_ + Eqrem + quw + Eob’sm,,- + [Eq?sm - EqS%J +ESmm T Efoom|  (E7)
where the definitions
E, = u.(9,)
|
_ U( K ) _ u(qref,j )
Kdev,J T ! qref,J - A !
Kdev,j ‘ qref J ‘
AU u ~U )
E, = uc(qUSM ) , E, = C(qUSVl,J ) , (E8)
SVEY A Qusw ,j A
TEY Qusm !
~ ~AC
ch = uCEqSSM ) ’ ch = ucEqUSM,j ) ’
usMm qUS\/I usM | j qUSVl ’j
~ u -~
Ecomm — U( C!\comm ) , Eﬂocom = (qjlooom ) ,
d, q,

have been used, and

E

rate estimate, g, ,

relative combined standard uncertainty of the output volumetric flow

= relative standard uncertainty of the deviation factor estimate, Rda,’ P

relative standard uncertainty of the reference measurement, Q4
(representing the uncertainty of the flow calibration laboratory),
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E.2

Eq”sm = relative combined standard uncertainty of the estimate )4, (the
USM uncertainty contributions in field operation, which are uncor-
related with flow calibration),

m
1]

relative combined standard uncertainty of the estimate ¢q, ; , at test
flow rate no. j (the USM uncertainty contributions in flow calibra-
tion, which are uncorrelated with field operation),

V)
Quswm ,j

E. = relative combined standard uncertainty of the estimate G4, (the
USM uncertainty contributions in field operation, which are corre-
lated with flow calibration),

m
[e]
1]

relative combined standard uncertainty of the estimate ¢g, ; , at test
flow rate no. j (the USM uncertainty contributions in flow calibra-
tion, which are correlated with field operation),

E = relative standard uncertainty of the estimate q,, due to signal com-
munication between USM field electronics and flow computer (e.g.
use of analog frequency or digital signal communication), in flow
calibration and field operation (assembled in on term).

E = relative standard uncertainty of the estimate q,, due to flow com-
puter calculations, in flow calibration and field operation (assembled

in on term).

flocom

In the calculation program EMU - USM Fiscal Gas Metering Station, EKdM , E
E and E

comm

CIref,J !

are input relative uncertainties. The terms related to the USM

flocom

measurement are analysed in more detail in the following.

Uncertainty model for the un-flow-corrected USM

Before proceeding with the full uncertainty model for the gas metering station, given
by Eqg. (E.7), the relative uncertainty contributions EquSM , Equ and ch -E

UsM , j UsSv Cﬁw N
need to be associated with particular physical effects and uncertainty contributionsin
guestion for the USM. To evaluate this, a model for the uncertainty of the USM is
needed.

For this purpose it serves to be useful to first use an expression for the uncertainty of
a un-flow-corrected USM, in which “all” (or at least most of) the uncertainty contri-
butions are described (Section E.2), and next see what uncertainty terms which are
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E21

cancelled when applying this model to a flow-corrected USM (cf. Section E.3), so
that only deviations relative to flow calibration conditions are accounted for in the
model, as well as possible correlation between flow calibration and field operation.

The uncertainty model of the USM is to be meter independent, in the sense that the
analysis does not rest on specific meter dependent technol ogies which possibly might
exclude application to some meters. This means that the analysis has to be kept on a
relatively general level, so that e.g. meter dependent integration techniques, transit
time detection methods, “dry calibration” methods, etc., are not to be accounted
forl3s,

Basic USM uncertainty model

From [Lunde et al., 1997 (Egs. (5.3) and (5.18)] and [Lunde et al., 2000a (Eg. (7.2)],

it is known that the relative combined standard uncertainty of the un-flow-corrected
USM volumetric flow rate reading, @4, , can be modelled as!37: 138139

136 However, it should be noted that the uncertainty model and the program EMU - USM Fiscal Gas

Metering Sation can be extended to account for meter dependent technologies, such as specific
integration techniques, transit time detection methods, “dry calibration” methods, etc. That
means, variants of the program can be tailored to described the uncertainty of a specific meter (or
meters), used in a gas metering station. Such extension(s) may be of particular interest for meter
manufacturer(s), but also for users of that specific meter. Cf. Chapter 6.

137 The derivation of Eq. (E.9) has not been included here since that would further increase the pres-

ent appendix, and since the detailed derivation is availablein [Lunde et al., 1997].

138 One modification has been made here relative to the expression given in [Lunde et al., 1997]

(Egs. (5.3) and (5.18) of that report). In the last term of Eq. (E.9) the expression

N 2 N 2
Z[SIﬁ Efie + S Et(Zni,)C] has ben replaced by [z [S:n P ] . That means, not
i=1 i=1
only is the correlation between upstream and downstream propagation in path no. i accounted
for, but also the correlation between the different paths.

It should be noted that this approach represents a simplification. Ideally, terms of both
types mentioned above should be accounted for in the uncertainty model, since some effects will
be correlated between paths (el ectronicg/transducer delay and At-correction (P & T effects, drift),
etc.), while others may be uncorrelated between paths (transducer deposits, etc.). The model can
easily be extended to account for both correlated and uncorrelated effects between paths, by ac-
countinfg for both types of uncertainty terms. That has not been done here, to avoid a too com-
plex user interface (difficulty in specifying USM input uncertainties). However, after some time,
as the USM technology grows more mature, it may be more relevant to include both effects in
possible future updates of the Handbook and the program EMU - USM Fiscal Gas Metering Sta-
tion. Cf. Chapter 6.

139 In the GARUSO model, an expression corresponding to Eq. (E.9) is used (with the modification

described in the footnote above). In addition, expressions are given for the various uncertainty
terms appearing in Eq. (E.9). In the present Handbook, these more detailed expressions are not
used, in order to keep the program EMU - USM Fiscal Gas Metering Sation on a more generic
level, to avoid atoo high "user treshold" (difficulty in specifying USM input uncertainties).
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N
B2 =EZ+(s:Eq ) + D [(S,E, )2 +(S,E, )]
i=1
N
+—z[<su. ECY ) + (s, B )]+ S(ESS ) +(s,ES9)]  (E9)
i=1

avell

N 2
+(z[sm £, +5, EL j ,
i=1

where the definitions

£ = Y, ) £ = Y(R)
=T ’ R =,
|Blus | R
E EM E = uc(¢l)
o e
; u (£%)) w2 Ue(E)
ESy’ = t— = —% (E.10)
1i 2i
E(“C) = (t(nC)) E(nC) — (t2(|nUC))
t1i U t t2i U 't*
1i 2i
E(T)) u (t(n)) E(q) — u (t2(|n(g)
t1i ,C f t2i,C f
1i 2i

have been used for the respective relative standard uncertainties. Here, Ny is the
number of time averagings used for atransit time measurement, and

U(Qusw, ) = standard uncertainty of the estimate ¢,q, , due to approximating
the integral expression for q,q, by a numerical integration (i.e. a
finite sum over the number of acoustic paths).

u,( ﬁ) =  combined standard uncertainty of the pipe radius estimate, R.

u.(V, ) = combined standard uncertainty of the lateral path position esti-
mate, Y, .

For example, in GARUSO the integration uncertainty E, is calculated from more basic
input (e.g. flow velocity profiles (analytical or based on CFD modelling), USM integration
method, etc.). In the program EMU - USM Fiscal Gas Metering Sation, E, isto be specified
and documented by the USM manufacturer. Similar situations apply to e.g. the transit time un-
certainties of Eq. (E.9).

It may be noted, however, that such more detailed expressions can be implemented in
the program as well, if that should is of interest (e.g. for USM manufacturers), cf. Chapter 6.



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 237

uc(&rI ) = combined standard uncertainty of the inclination angle esti-
mate, @ .

u.(t5}") = combined standard uncertainty of t{}}’’ (the part of the upstream
transit time estimate t;," which is uncorrelated with respect to
downstream propagation, and uncorrelated with respect to the
Nave Upstream “shots’ 140 of path no. i)141.

u.(t5y") = combined standard uncertainty of t{;") (the part of the down-

2iY
stream transit time estimate t5"’ which is uncorrelated with re-
spect to upstream propagation, and uncorrelated with respect to
the Nave downstream “shots’ of path no. i).

u. (i) ) = combined standard uncertainty of t};) (the part of the upstream
transit time estimate t;," which is uncorrelated with respect to
downstream propagation, and correlated with respect to the Naye
upstream “snhots’ of path no. i).

u.(t5}y)) = combined standard uncertainty of t{}” (the part of the down-
stream transit time estimate t5"’ which is uncorrelated with re-
spect to upstream propagation, and correlated with respect to the
Nave downstream “shots’ of path no. i).

u,(t{¥) = combined standard uncertainty of t{¥ (the part of the upstream
transit time estimate t;" which is correlated with respect to
downstream propagation, and correlated with respect to the Naye
upstream “shots’ of path no. i).

u,(t5%) = combined standard uncertainty of ti%} (the part of the down-
stream transit time estimate t," which is correlated with respect
to upstream propagation, and correlated with respect to the Naye
downstream “shots’ of path no. i).

Here E, isthe relative standard “integration uncertainty”, i.e. the contribution to the
relative combined standard uncertainty of the estimate @4, , due to use of the finite-

sum integration formula instead of the integral. E, accounts for effects of installa-

140

141

For simplicity, a “shot” refers here to a single pulse in a sequence of N pulses being averaged.
The superscript “n” refersto “shot” no. ninthe sequencen=1, ..., N.

With respect to transit times and their uncertainties, subscripts “U” and “C” refer to uncorrel ated
and correlated estimates, respectively, with respect to upstream and downstream propagation
(for “shot” no. n, at path no. i).

Superscripts “U” and “C” refer to uncorrelated and correlated estimates, respectively,
with respect to different “ shots’ (for a given propagation direction at path no. i).
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tion conditions influencing on flow profiles, such as pipe bend configurations, flow
conditioners, pipe roughness, etc.

E, is the relative standard uncertainty of the meter body inner radius estimate, R.
E, accounts for the instrument (measurement) uncertainty when measuring R a

“dry calibration” conditions, pressure / temperature effects on R (including possible
pressure / temperature corrections), and out-of-roundness.

E,

is the relative standard uncertainty of the latera chord position estimate, V., for
path no. i. E; accounts for the instrument (measurement) uncertainty when measur-
ing V. a “dry calibration”, and pressure / temperature effects on y, (including pos-

sible pressure / temperature corrections).

E, isthe relative standard uncertainty of the inclination angle estimate (}1, , for path
no.i. E; accounts for the instrument (measurement) uncertainty when measuring &JI
at “dry calibration”, and temperature effects on (k (including possible temperature

corrections).

ESy) and ESYL) are the relative combined standard uncertainties of those contribu-
tions to the upstream and downstream transit time estimates t{™ and t{", respec-
tively, which are uncorrelated with respect to upstream and downstream propage-
tion, and also uncorrelated with respect to the Ny “shots’ (for a given propagation
direction of path no. i). They represent random time fluctuation effects!42, such as
incoherent noise and turbulence effects (random velocity fluctuations, and random
temperature fluctuations).

ESS and ESy) are the relative combined standard uncertainties of those contribu-
tions to the upstream and downstream transit time estimates t{" and t{", respec-
tively, which are uncorrelated with respect to upstream and downstream propage-
tion, but correlated with respect to the N “shots’ (for a given propagation direc-
tion of path no. i). They represent e.g. effects of the clock resolution of the time de-
tection system in the meter, and coherent noise.

E{) and E). are the relative combined standard uncertainties of those contribu-
tions to the upstream and downstream transit time estimates t{" and t{", respec-

142 By random effects are here meant effects which are not equal or correlated from "shot" to "shot",
and which therefore will be affected significantly by averaging of measurements over time.
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tively, which are correlated, both with respect to upstream and downstream propa
gation, and with respect to the Ny “ shots” (for a given propagation direction of path
no. i). They represent systematic effects due to cable/electronics/transducer
/diffraction time delay correction (including finite beam effects), possible cavity de-
lay correction, possible transducer deposits, possible beam reflection at the pipe wall
(for USMs using reflecting paths) and sound refraction (profile effects on transit
times).

*

SreSyi 1Sy S » Sz @€ the relative (non-dimensional) sensitivity coefficients for the
sensitivity of the estimate Q to the input estimates R,¥,,@.f, i, respectively,

given as

S; =TlZN:©{2+ﬁJ’ S;i = —sgn( S/i )QLFQ)AZ)Q’ (E'lla)
. 1-

3= 3,/R Q1-(3/R
5 24 . _Q 4 .. Q &
S, =_g ~ Sy :&A tz'A v S :_%A tll“ ' (E.11b)
Q| tan2¢ Qly ~ty QU ~t

respectively, where for convenience in notation, the definititions

NN . . PT.Z N, +1R? =92 (i, -1,
Q = ZQI ’ Qi E?ZOO]RZ PT(E\Z,\O \NI ( refl A) v yL( 1i 2i ) , (E12)
i=1 RTZ t,t,|sin2¢

have been used.

The last (sum) term appearing in Eq. (E.9) involves the upstream and downstream
relative sensitivity coefficients of path no. i, s, ands, . From Egs. (E.11) these are
about equa in magnitude but have opposite signs. Thus, for equa drift in the up-
stream and downstream transit times - that means, equal relative combined standard
uncertainties E{}L and E{, the resulting relative combined variance due to such
drift will be comparably small and nearly negligible relative to the other (uncorre-
lated) terms. The partial cancelling effect obtained in USMs through the transit time
difference t; -t, , is thus accounted for in the uncertainty model through this last

(sum) termin Eq. (E.9).
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E.2.2

E221

Simplified USM uncertainty model

In order to avoid atoo high “user treshold” of the program EMU - USM Fiscal Gas
Metering Station, with respect to specification of USM input uncertainties, the USM
uncertainty model given by Eqg. (E.9) can be further ssimplified with respect to transit
time uncertainties, without much loss of generality. Note that thisis asimplification
relative to the GARUSO model [Lunde et al., 1997].

Uncorrelated transit time contributions

In the following, it is assumed that E;’ and E}) are about equal, so that they
can be replaced by a single relative uncertainty term, here denoted as EtlI . That

means,
ESY =ESY =Eq, - (E.13)

This assumption is motivated by the fact that E('})’ and E(}})’ are associated with
random transit time fluctuation effects on two acoustic signals that are propagating in

opposite directions amost simultanously in time (upstream and downstream “shot”
no. n), see Section E.2.1.

Similarly, it is assumed that E{J';’ and E{;{;’ are about equal, so that they can be
replaced by a single relative uncertainty term, to be denoted by E, uo i€

Eon’ =By =Egy - (E.14)

This assumption is motivated by the fact that E(';’ and E()}; are associated with
random and systematic transit time effects on two acoustic signals that are propagat-

ing in opposite directions amost simultanously in time (upstream and downstream
“shot” no. n), see Section E.2.1.

To further simplify the notation, and without loss of generality, it is then natural to
define

Etli,U = N (Etllu ) +(Et1|U . (E-15)

ave

Thissingle relative uncertainty term E,,;, thus accounts for the effects of turbulence

(random velocity fluctuations, and random temperature fluctuations), noise (incoher-
ent and coherent), finite clock resolution, eectronics stability (possible random ef-
fects), possible random effects in signal detection/processing (e.g. erronous signal



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 241

E.222

E.2.2.3

period identification), and power supply variations, on the upstream and downstream
transit times of path no. i (cf. Section E.2.1).

Correlated transit time contributions

For the correlated uncertainties, it is in the following assumed that E{]\. are about
equal for all Naye upstream “shots’ of path no. i, and smply denoted E,;; ., i.e.

Et(lri],)c =By c - (E.16)

Similarly, it is assumed that E). are about equal for all Nae downstream “shots’ of
path no. i, and ssimply denoted E,, ., i.e.

Et(2ni,)C =E,c - (E.17)

These assumptions are motivated by the fact that each of E{j%. and E{. is associ-

ated with systematic transit time effects on Ny acoustic signals that are propagating
in the same direction amost simultanously in time, see Section E.2.1.

Such systematic effects are e.g. cable/electronics/transducer/diffraction time delay
correction, possible cavity delay correction, possible transducer deposits, possible
beam reflection at the pipe wall (for USMs using reflecting paths) and sound refrac-
tion (profile effects on transit times), cf. Section E.2.1.

Simplified USM uncertainty model

Insertion of Egs. (E.13)-(E.17) into Eq. (E.9), and using thefact that s, =S, , yields

asimplified expression for the relative standard uncertainty of the un-flow-corrected
USM,

N
Esuw = E|2 +(SRER )2 +Z[( Syi Eyi )2 +(S¢ E(,j )2 +2( Sii Etli,u )2]
= (E.18)

N 2
+ [z [S:n Etli c*t S:2i Et2i,0]j
i=1

As a basis for the identification of uncertainty contributions to be made in Section
E.3, a description of the various relative uncertainties appearing in Eq. (E.18) is
summarized in Table E.1.
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TableE.1l. Relative uncertainties involved in the uncertainty model of the un-flow-corrected USM.
Uncertainty Description
term
Ex Relative standard uncertainty of the meter body inner radius estimate, R, dueto eg.

« instrument uncertainty when measuring R at “dry calibration” conditions,

+ P& Teffectson R (including possible P & T corrections),

* out-of-roundness.

Eyi Relative standard uncertainty of the lateral chord position estimate, ¥, , dueto e.g.:
* instrument uncertainty when measuring y; at “dry calibration” conditions,
» P& Teffectson Y, (including possible P & T corrections),
E¢- Relative standard uncertainty of the inclination angle estimate, (Ag ,duetoeg.:
* instrument uncertainty when measuring ¢ at “dry calibration” conditions,
e Peffectson (}J, (including possible P correction),
=R Relative standard uncertainty of those contributions to the transit time estimates t,,
and f2i which are uncorrelated with respect to upstream and downstream propaga-
tion, such as:

« turbulence (transit time fluctuations due to random velocity and temperature
fluctuations),

« incoherent noise (RFI, pressure control valve (PRV) noise, pipe vibrations,
etc.),

 coherent noise (acoustic and el ectromagnetic cross-talk, acoustic reverberation
in pipe, etc.)

« finite clock resolution,

« electronics stability (possible random effects),

« possible random effectsin signal detection/processing (e.g. erronous signal
period identification),

» power supply variations.

Ec Rel ative standard uncertainty of those contriAbutions to the upstream transit time esti-
’ matet,, (downstream transit time estimate t,; ) which are correlated with respect to
(B C ) upstream and downstream propagation, such as:

« cable/electronicg/transducer/diffraction time delay, including finite-beam
effects (linePand T effects, ambient temperature effects, drift, effects of
possible transducer exchange),

o At-correction (linePand T effects, ambient temperature effects, drift,
reciprocity, effects of possible transducer exchange),

 possible systematic effectsin signal detection/processing (e.g. erronous signal
period identification)

 possible cavity delay correction,

« possible deposits at transducer front (lubricants, liquid, wax, grease),

 sound refraction (flow profile effects on transit times),

« possible beam reflection at the meter body wall.

E, Relative standard “integration uncertainty”, due to effects of installation conditions
influencing on flow velocity profiles, such as:
* pipe bend configurations upstream of USM,
« in-flow profile to upstream pipe bends,
* meter orientation relative to pipe bends,
« initial wall roughness,
« changed wall roughness over time (corrosion, wear, pitting, etc.),
» possible wall deposits/ contamination (lubricants, liquid, grease, etc.).
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E.3

E31

E.3.2

Combining the uncertainty models of the gas metering station and
the USM

In the following, the uncertainty model for the un-flow-corrected USM, Eq. (E.18), is
to be used in combination with the uncertainty model for the gas metering station,

Eq. (E.7), in which flow calibration of the USM is accounted for. That means, oneis
to associate each of the relative uncertainty contributions Eq”sm , E, and EqCSM -

usM , j

EqUC with specific physical effects and uncertainty contributions in the USM. For

M.

this purpose, Eq. (E.18) and Table E.1 is used. However, Eg. (E.18) needs some
modification to account for flow calibration effects.

Consequences of flow calibration on USM uncertainty contributions

The method used here to associate the various uncertainty contributions of Table E.1
with Equ , Equ and ch 'Eog , 1S to evaluate qualitatively each of the uncer-

USM | j M, j

tainty contributions of Table E.1 with respect to

(1) which effectsthat are (practically) eliminated by flow calibration, and
(2) for those effects that are not eliminated by flow calibration, whether they are cor-
related or uncorrelated with respect to field operation re. flow calibration.

Table E.2 summarizes the results of this evaluation.

Modified uncertainty model for flow calibrated USM

In Egs. (E.9) and (E18), the uncertainty terms related toR, y, and qul i=1, .., N,

have been assumed to be uncorrelated. This is a simplification, as commented in
[Lunde et a., 1997]. In practice, they will be partially correlated. For example, in-
strument (measurement) uncertainties are typically uncorrelated, as well as the out-
of-roundness uncertainty of R. However, P and T effects are correlated, cf. Table
E.1l.

By flow calibration, the uncorrelated contributionsto Eg, E, and E, are practicaly

eliminated (instrument uncertainties, out-of-roundness), cf. Table E.2. The remain-
ing uncertainty terms are those related to P and T effects, which are correlated. For
application to a flow calibrated USM, thus, the uncertainty model given by Eq.
(E.18) needs to be modified, to accont for such contributions. That means, in this
casetheterm
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(B + DS, By +(5,E, )]

appearing in Eq. (E.18) is not valid and needs to be modified (replaced by one of the
termsin Eq. (E.24), see below).

TableE.2. Evaluation of uncertainty contributions in the uncertainty model for the un-flow-corrected USM, Eq. (E.18), with
respect to effects of flow calibration.

Uncertqinty Contribution (examples) Eliminated Correlated or
termin by flow uncorrelated effect ?
USM mode calibration? | (flow calibration re. field)
Ex * instrument uncertainty (at “dry calibration”), Eliminated
e P & T effects (including possible P & T corrections) Correlated
* out-of-roundness Eliminated
Eyi * instrument uncertainty (at “dry calibration”) Eliminated
* P & T effects (including possible P & T corrections) Correlated
qu * instrument uncertainty (“dry calibration”) Eliminated
» P effect (including possible P correction) Correlated
B « turbulence (random velocity and temperature fluct.) Uncorrelated
’ * incoherent noise Uncorrelated
* coherent noise Uncorrelated
« finite clock resolution Uncorrelated
« electronics stability (possible random effects) Uncorrelated
« possible random effectsin signal detection/processing Uncorrelated
 power supply variations Uncorrelated
Euyic « cable/electronics/transducer/diffraction time delay Correlated
' * At-correction Correlated
* possible cavity delay correction Correlated
+ possible systematic effectsin signal detection Correlated
« possible deposits at transducer front Correlated
« sound refraction (flow profile effects on transit times) . Correlated
+ possible beam reflection at the pipe wall Eliminated
Eivic * cable/electronics/transducer/diffraction time delay Correlated
' * At-correction Correlated
* possible cavity delay correction Correlated
* possible systematic effectsin signal detection Correlated
« possible deposits at transducer front Correlated
« sound refraction (flow profile effects on transit times) . Correlated
+ possible beam reflection at the pipe wall Eliminated
E, * pipe bend configurations upstream of USM Correlated
« in-flow profile to upstream bends Correlated
* meter orientation relative to pipe bends Correlated
« initial wall roughness (corrosion, wear, pitting, etc.) Eliminated
« changed wall roughness over time Correlated
« possible wall deposits/ contamination o Correlated
« possible use of flow conditioners Eliminated

For this purpose, one needs to revisit the basic USM uncertainty model derivation
given in [Lunde et al., 1997]. However, it is necessary here to consider only the
teemsrelaedto R, ¥ and ¢, i =1, ..., N, and account for correlations between
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those. With respect to these parameters, Eq. (5.5) in [Lunde et al., 1997] is then re-

written as (using Eq. (B.3))
J +Z£ u (¢)J

)+22r(R¢7) Raq) UC(R)UC(Q)

W)= [ Ru(R)j +i{"9u

=1

+§2r(?<fy. ‘;—9 €,

Y
o ROV, - ' (E.19)
aQ aQ N GQ
+ 20( 9.0 ) === u.(% (@) + 2r(¥:.9;) Vi (y;)
21; oY, ag : 21; VoY, ay ‘
N N aQ aQ
£33 21(g.0) == u (@ 1(@) + other terms
21; og og J
where r(&,b) isthe correlation coefficient of the estimates & and b. Now, let
r(a,b)=sign(a)Egn(b), (E. 20)
where sign(a) =1for a =0, and -1 for a < 0. Thisisvalid for the correlation
between R and Y, and between y; and y;,i,j =1, ..., N. For the correlation be-
tween R and ¢, between ¥, and ¢, and between @@ and ¢, i,j = 1, ..., N, how-
ever, Eg. (E.20) represents an approximation, since (k IS not temperature dependent
whereas R and y, are (cf. Egs. (D.1), (D.19) and (D.22)). However, the approxi-
mation may be reasonably valid since the &q-dependence of the meter body uncer-
tainty isvery weak (cf. Table 4.17 and Fig. 5.15).
Egs. (E.19) and (E.20) lead to
. aé ~ 2 N aé 2 N aé ~ 2
uc2 = ~ Y + ~ Yc Y, + — uq
() [aR J g(ay- )j ;(a(g (WJ
a(g 2Q C
+22819n(R)Slgn( Y )+ZZSIgn(R)SIgn(¢) Ra
= = | (E.21)
» = Q5+ 33 2505505 22 2 0,5, (3,
+ 2sign( y; )Sign(@; ) = —~=u i | i )%= i
IZZZ:‘; : ay| a% . i=1 j=1 ay| ayj J
N N ~ aé - A
+> > 2s —~U (@ u(@) + other terms
i=1 j=1 ¢| @,

which can be written as (sincesign( R) =1)
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gg uc(§)+isign( Y, )aQ u.(¥, )+zN:sign((k )Z?uc((})I )] + other terms.  (E.22)

i=1 a’yi i=1 @

uz(Q) =(
Consequently, for aflow calibrated USM, Eq. (E.9) isto be replaced by

N -~ 2
E,  ~E! +(S*RER + Z[sign( ¥,)s,E, +sign(q)s, E(p]j
=
+ 1 N[ CE(MU) Y2 4o EOU) 2]+ N[ © E(C) )2 4 (& E(NC) 2] E 23
Z(Sui aiu ) (S EBaiy’) Z(Stli o ) T (S Emp’) (E.23)
i-1

Nave i=1

N 2
+[z[sm £ + 5, EL), j ,
i=1

and it follows that Eq. (E.18) isto be replaced by

N - 2
e, = s+ Elaons s B, s s
= (E.24)

N N 2
+ 23 (S )’ +[z[s:1i Ee S Em,c]j
i=1 i=1

Eq. (E.24) isthe expression used in the following for the uncertainty of the flow cali-
brated USM.

E.3.3 Identification of USM uncertainty terms

E.3.3.1 Uncorrelated contributions, for flow calibration re. field operation (repeatability)

In Eqg. (E.7), the term Equ represents the USM uncertainty contributions in field

operation, which are uncorrelated with flow calibration, cf. Section E.1. Thus, on
basis of the fourth column in Table E.2 and Eq. (E.24), the identification

N
E:L = 22(5:3 STY )2 (E.25)
i=1

Qusm

has been made here. Moreover, from of the second columnin TableE.2, E;, isto

be associated with the repeatability of the transit time measurements in field opera-
tion, at the flow rate in question. Consequently, Eq”sm represents the repeatability of

the USM measurement in field operation, at the flow rate in question. Hence, it is
convenient to define
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E.3.3.2

(E.26)

E,., = repeatability (relative combined standard uncertainty, i.e. standard
deviation) of the USM measurement in field operation (volumetric
flow rate), at the flow rate in question (due to random transit time ef-
fects).

Similarly, in Eq. (E.7) the term Equw represents the USM uncertainty contributions

in flow calibration (at test flow rate no. j), which are uncorrelated with field opera-
tion, cf. Section E.1. On basis of the fourth column in Table E.2 and Eq. (E.24), the
identification

Qusm ,j

N
EL = ZZ(S:n Etli,U,j )2 (E.27)
i=1

has been made here. From the second column in Table E.2, E,;;, ; is to be associ-

ated with the repeatability of the transit time measurementsin flow calibration, at test
flow rate no. j. Consequently, Equw is to represent the repeatability of the USM

measurement in flow calibration, at test flow rate no. j. Hence, it is convenient to de-
fine

E. =E, |, (E.28)

m
1]

repeatability (relative combined standard uncertainty, i.e. standard
deviation) of the flow calibration measurement (volumetric flow
rate), at test flow rate no. j, j = 1, ..., M (due to random transit time
effects on the N acoustic paths of the USM, and the repeatability of
the flow laboratory reference measurement).

Correlated contributions, for flow calibration re. field operation

In Eqg. (E.7), the terms ch and qu represent those USM uncertainty contribu-

tions in field operation, which are correlated with flow calibration, and vice versa,
cf. Section E.1. Thus, on bass of the third and fourth columns in Table E.2, the
identification
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[E . —E
RV

c
Ausw i

N ~ 2
]2 = EIZ,A +(S*RER,A + Z[Sign( S/i )S;i Eyi,A +sgn(g )qu E(MU
i=1 (E29)

N 2
+(z[s:1i B2, +5, Ef;i,c]]
i=1

has been made here, where

E .=

[T
0
5N

]

a4 =
Etli c -

Vi|
E'[2i C

relative standard uncertainty of the USM integration method due to
change of installation conditions from flow calibration to field op-
eration.

relative combined standard uncertainty of the meter body inner ra-
dius,R, due to possible deviation in pressure and/or temperature
between flow calibration and field operation.

relative combined standard uncertainty of the lateral chord position
of acoustic path no. i, y,, due to possible deviation in pressure
and/or temperature between flow calibration and field operation.

relative combined standard uncertainty of the inclination angle of
acoustic path no. i, ¥;, due to possible deviation in pressure and/or
temperature between flow calibration and field operation.

relative standard uncertainty of uncorrected systematic transit time
effects on upstream propagation of acoustic path no. i, t,, due to
possible deviation in pressure and/or temperature between flow cali-
bration and field operation.

relative standard uncertainty of uncorrected systematic transit time
effects on downstream propagation of acoustic path no. i, t,, , dueto
possible deviation in pressure and/or temperature between flow cali-
bration and field operation.

Note that the sub/superscript “4” used in Eg. (E.29) denotes that only deviations
relative to the conditions at the flow calibration are to be accounted for in the ex-
pressions involving this sub/superscript. That means, systematic effects which are
(practically) eliminated at flow calibration (cf. Table E.2), are not to be accounted for
in this expression.

Now, for convenience in notation, define

Erad,A = ST?(ER,A ’ (E30)
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N
Ecrorda = Z sign(y, )S,iEyia s (E31)
i=1
N . -~ *
Eangle,A = Z Slgn( ¢| )S¢i E(a A (E32)
i=1
- * A * A
Etime,A = Z (Stli Ed c TS Eei ,C) | (E.33)
i=1

where

E.a, = relative combined standard uncertainty of the estimate ¢, , due to un-
certainty of the meter body inner radius, R, caused by possible de-
viation in pressure and/or temperature between flow calibration and
field operation.

Eora s = relative combined standard uncertainty of the estimate @, , due to un-
certainty of the lateral chord positions of the N acoustic paths, V., i =
1, ..., N, caused by possible deviation in pressure and/or temperature
between flow calibration and field operation.

E.ngen = relative combined standard uncertainty of the estimate @, , due to un-
certainty of the inclination angles of the N acoustic paths, ¢ ,i = 1,
..., N, caused by possible deviation in pressure and/or temperature
between flow calibration and field operation.

Eimes = relative combined standard uncertainty of the estimate ¢,, due to

systematic effects on the transit times of the N acoustic paths, t,; and
t,;, 1 =1, ..., N, caused by possible deviation in pressure and/or
temperature between flow calibration and field operation.

E.3.4 Uncertainty model of the USM fiscal gas metering station

From Egs. (E.7) and (E.26)-(E.33), the relative combined standard uncertainty of the
USM volumetric flow rate measurement becomes

+E?

rept

2 _E2 2 2
EQ\/ - EKdev,j + EQref,J + Efept,J' (E34)
+E?

2 2 2 2
+ EI,A + (Erad,A + Echord A + Eangle,A) + E + E flocom

time,A comm

Since most conveniently, input to the program EMU - USM Fiscal Gas Metering
Sation may be given at different levels, it may be useful to rewrite Eq. (E.34) as
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quv = Eczal + ESSM + Eczomm + Eleocom ' (ESS)
where

Ea =E¢, +Ei, +Eu | (E.36)

Ejon = Ein * Edavian | (E-37)

ESSM A = Ebzody,A + Etizme,A + EI2A ’ (E38)

Ebody,A = Erad,A + Echord A + Eangle,A (E39)
Here,

E. = relative combined standard uncertainty of the estimate @, , related to

flow calibration of the USM.

Esew = relaive combined standard uncertainty of the estimate q, , related to
field operation of the USM.

Eusw s = relative standard uncertainty of the estimate @, , related to field op-
eration of the USM.

Enys = relative combined standard uncertainty of the estimate @,, due to
change of the USM meter body from flow calibration to field operar
tion. That is, uncertainty of the meter body inner radius, R, the lat-
eral chord positions of the N acoustic paths, Y., and the inclination
angles of the N acoustic paths, ¢, 1 =1, ..., N, caused by possible
deviation in pressure and/or temperature between flow calibration
and field operation.

Egs. (E.35)-(E.39) are the same as Egs. (3.6), (3.16), (3.19), (3.20) and (3.22).

The corresponding relative expanded uncertainty of the volumetric flow rate meas-
urement is given from Eq. (E.35) to be

4 &

U(a,) _, (8 g

(E.40)
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where U(Q, ) is the expanded uncertainty of the estimate q,. For specification of

the expanded uncertainty at a 95 % confidence level, a coverage factor k = 2 is rec-
ommended [1SO, 1995; EAL-R2, 1997].
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F.1

APPENDIX F

ALTERNATIVE APPROACHESFOR
EVALUATION OF PARTIALLY CORRELATED QUANTITIES

As mentioned in Section E.1, there are severa ways to account for the partial corre-
lation between ¢,q, ; and q,q, - Three possible approaches to account for such par-

tial correlation are addressed briefly here. Thisincludes (1) the ” covariance method”
recommended by the GUM [ISO, 1995] (Section F.1), (2) the’decomposition
method” used in Appendix E (Section F.2), and (3) a "variance method”, which is
often useful, but which for the present application (with a rather complex functional
relationship) has been more complex to use than the method chosen (Section F.3).

In Section F.2 the "decomposition approach” used in Appendix E is shown to be
equivaent with the " covariance method” recommended by the GUM, for evaluation
of partially correlated quantities. The reason for choosing the ”decomposition
method” for the analysis of Appendix E is addressed.

The* covariance method”

The “classical” way to account for partially correlation between quantities is the “co-
variance method” recommended by the GUM [1SO, 1995], given by Egs. (B.2)-(B.3).

From the functional relationship given by Eq. (2.9), the combined variance of the es-
timate g, isthen given as

u3<av>=[ A w] {"ﬁv uc<aref,j>} { B0 (G )}

O_Kde\/J éﬁ]ref,j OﬁUSM
L’ﬁiﬁw , Ue(Cusw 4 )} +2r (Qusw »8usw ;) Ogl Oﬁiﬁw J U (Ousw We(Quan ;) (F1)

+ [U( Ucomm )] +[U( f]ﬂocom i i

where r(Gygy .Gusu,; ) IS the correlation coefficient for the correlation between the
estimates g, and 0,q,; (< 1), and
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F.2

U.(Guey ) = combined standard uncertainty of the estimate ¢, (represent-
ing the USM uncertainty in field operation),

U.(Quey ;) = combined standard uncertainty of the estimate Qyq,; (repre-
senting the USM uncertainty in flow calibration),

The other terms are defined in Appendix E.

Use of the “covariance method”, Eqg. (F.1), involves evaluation of the correlation co-
efficient r(Gysy ,0ua,; )» Which may be difficult in practice, asr is different from O
and +1. For this reason an aternative (and equivalent) method has been used, as de-
scribed in Section F.2.

The* decomposition method”

The “decomposition method” which has been used in the present Handbook is de-
scribed in detail in Appendix E. Here some more general aspects and properties of
the method are addressed.

The main advantage of this method is that no correlation coefficient r(Qyey ,0yay ;)

is involved, so that evaluation of a numerical value for this coefficient is avoided.
Instead, first the physical contributions to @, and G, ; are identified, i.e. the
physical effects which are influencing them (cf. Table E.1). Next, each contribution
is evaluated, i.e. whether it is correlated or uncorrel ated between flow calibration and
field operation, based on skilled judgement and experience (cf. Table E.2). Identifi-
cation of termsis then made, as described in Section E.3.

However, since the “covariance method” is the method recommended by the GUM,
the “decomposition method” is to be shown to be equivalent to the “covariance
method”, to justify its use. Hence, Eq. (E.4) isto be related to Eq. (F.1). For this
purpose, Eq. (E.4) can be rewritten as

u(f(dv) = [dzo’ﬁv _ uc(kdev,j )] +l:ﬁ0’ﬁv- uc(aref,j )}

J [U (qUSM )+u2(qusv| )] (Oﬁ—J [us(qgsv\n,j)"'ucz(qgsv\n,j )]

USM , j

it
o M A,

ﬁus\/l ﬁus\/l ] - U (qUSM U, (qUSM J )+[u(qwmm ] +|:u((jlﬂocomi2
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= dilv _ uc(kdev,j )} +l: @V uc(dref,j ):|

dzdev,] ﬁref,j
it )} {dai;,j s )} o
" ﬁf;\ﬂ ﬁiﬁg\\; N uc( aSSM )uc( aSSM | ) + [U( QComm )]2 +[U( aflocom i 2

where the identities

&, _ & _ &, &, _ A _ A,
ﬁlLJJS\/I ﬁSSM @US\/I ’ ﬁlLJJS\/I,J ﬁgg\/l J ﬁUSM,j

(F.3)

and
UZ(Buew ) = U (Ayaw )+ Ue (85an ) ucz(aUSM,j ):Uf(ﬁﬁw,j )+uc2(qgsw|,j) (F4)

have been used, cf. Eq. (E.3) and Egs. (E.1)-(E.2), respectively.

Eqg. (F.2) (obtained by the “decomposition method”) becomes identical to Eq. (F.1)
(obtained by the “covariance method”) by defining

,\ - U (G5a U (85ay i)
M(Quav Ouaw j ) = —= —, (F.5)
o A uc(qUSM )uc(qUSM,j )

or, equivalently,
Ue (&S e(ESan ;)
VU2 (850 )+ UZ (B0 NUZ(ESan; ) + U2 (e ;)
_ 1 (F.6)

o] o)
UC(QL(J:SM ) UC(QL(J:SM,j )

r(dusm 76‘USM,j )=

for the correlation coefficient between the estimates ¢,q, and Qg ;. Its value

ranges from O to +1 depending on the numerical values of the two ratios appearing in
the last expression of Eq. (F.6).

The “decomposition method” given by Eq. (E.4) is thus equivalent to the “covariance
method” given by Eq. (F.1).
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F.3

In the “decomposition method”, r is usually not evaluated as a number (i.e. Egs.
(F.5)-(F.6) are not used). On the other hand, it could be said that r by this method is
evaluated more indirectly, by the identification procedure described above and used
in Appendix E.

In fact, it may be noted that by this method, r can be evaluated quantitatively. When
the identification described above has been done, numbers for u_(G.q, )» U, (G5eu ) »

U, (deu; ) and u.(GJq, ;) a@ein principle available, and r can be calculated from

Eq. (F.6).

The“variance method”

Another method, which is here referred to as the ”variance method”, is perhaps the
most "intuitive’ of the methods discussed here for evaluation of the uncertainty of
partially correlated quantities. In some cases (for arelatively simple functiona rela-
tionship) this approach is very useful, and leads to (or should lead to!) the same re-
sults as the methods described in Sections F.1 and F.2. This method is briefly ad-
dressed here for completeness.

In the " variance method” approach, the full functional relationship for g, (including
the USM measurements ¢, and q,g, ;) Would be written out as a single expres-
sion, in terms of the basic uncorrelated input quantities. u_(q, ) would then be

evaluated as the square root of the sum of input variances. In this method, the co-

variance term (the last term in EqQ. (F.1)) and the correlation coefficient
r(Cuaw -Ousy ;) Would thus be avoided.

However, in the present application, involving the combination of Egs. (2.9), (2.12)
and (2.13)-(2.18), the full functional relationship for g, is considered to be too com-

plex to be practically useful. In this case the ”variance method” has been considered
to be considerably more complex to use than the method chosen.
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APPENDIX G
UNCERTAINTY MODEL FOR THE GASDENSITOMETER

The present appendix gives the theoretical basis for Eq. (3.14), describing the uncer-
tainty model for the gas density measurement, including temperature, VOS and by-
pass installation corrections.

For the gas density measurement, the functional relationship is given by Eq. (2.28).
The various quantities involved are defined in Section 2.4.

From Egs. (B.3) and (2.28), the combined standard uncertainty of the gas density
measurement is given as

u?(b){@um )} | )] {gp u(7, )} +[§?u<i)}

dlbu d c
r 2 2 T2 2
o Pk | | Louo)| +| Louk,)| | L)
_d(18 ‘5K19 OKd | or (G 1)
_ , .
AN SN .- R o*pAT
+| —u(cC +| ——u(cC + ~—U(A4P. +|—=u.(P
_&C(c)} |:&d (d) o.,APd ( d) _O.P c( )
2
ap > /7 204 204
+| ——=—Uu.(Z,/Z)| +u +u :
{a(zd/Z) 24/ )} (Pree )+ U (Piss)
where
u(p,) = standard uncertainty of the indicated (uncorrected) density esti-
mate, p,, including the calibration laboratory uncertainty, the
reading error during calibration, and hysteresis,
uc(f) = combined standard uncertainty of the line gas temperature esti-
mate, T,
u(fd ) = combined standard uncertainty of the gas temperature estimate
in the densitometer, T,,
u(fc) = combined standard uncertainty of the estimate of the densi-
tometer calibration temperature, T_,
u( ng ) = standard uncertainty of the estimate of the temperature correc-

tion calibration coefficient, K,
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u(brept ) =

U( P ) =

standard uncertainty of the estimate of the temperature correc-
tion calibration coefficient, K4,

standard uncertainty of the estimate of the densitometer trans-
ducer constant, K, ,

standard uncertainty of the periodic time estimate, 7,
standard uncertainty of the calibration gas VOS estimate, C_,
standard uncertainty of the densitometer gas VOS estimate, C, ,

combined standard uncertainty of the line gas pressure estimate,
P,

standard uncertainty of assuming that P4 = P, due to possible
deviation of gas pressure from densitometer to line conditions,
4P,

combined standard uncertainty of the gas compressibility factor
ratio between densitometer and line conditions, Z,/Z,

standard uncertainty of the repeatability of the indicated (uncor-
rected) density estimate, p,,

standard uncertainty of the indicated (uncorrected) density esti-
mate, p,, accounting for miscellaneous uncertainty contribu-
tions, such as dueto:

- stability (drift, shift between calibrations),

- reading error during measurement (for digital display instru-
ments),

- possible deposits on the vibrating el ement,

- possible corrosion of the vibrating element,

- possible liquid condensation on the vibrating element,

- mechanical (structural) vibrations on the gas line,

- variationsin power supply,

- salf-induced heat,

- flow in the bypass density line,

- possible gas viscosity effects,

- neglecting possible pressure dependency in the regression
curve, Eq. (2.23),

- model uncertainty of the VOS correction model, Eg. (2.25).
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As formulated by Eqg. (G.1), the estimates T, fd and fc are assumed to be uncorre-
|ated, aswell asthe estimates P and 4P, .

From the functional relationship of the gas densitometer, Eq. (2.28), one obtains

b _pl Bk -TO] b
K _F ~——s, =5, (G.2)
By P DL+ Kig(Ty ~T )+ Kyo(T,-T) | A, 7
ac 0 _ D .
Bo2abg, =, (63)
J’\p :,\ﬁ 1+ [puK]_S + K]_9 EAES;T = SpT (G4)
g, T, pu[1+ Ky(T, =T, )J+K19(T -Ty| T, P e
dAb :_Aﬁ . _ Tc'[pu KA]_S ‘+ K}Q _ _ EAES;T ESpT (GS)
JI'C T pul,l"'Kls(Td _Tc )]"' K19(Td _Tc) T ’ -
qlb - ,\p . 1810u(T T ) Ap S;K = » (66)
Ky Ky pu|,1+K1s(T T )]"' K19(T T ) Kig " *
ﬂfo _ p K19(T T) A,O S,k =S, (G.7)
‘5K19 K19 pu|,1+K1s(T T )]"' K19(T T ) Ko ” :
2K 2 2K 2 Do
”? —————|= P S,k. =S, (G.8)
K, K +(TC, )? Kg +(1Cy ) Ke 77 -
~ - 2 - 2 ~
i’?: _g ~ ZKi S ZKi Egs;r =S, (Gg)
ot T|RI+(R,) RI+()’| TN
d_ pl  2K? b
zc—{m =7, e e (10
C (o d C c

~ ) ~
@:Aﬁ ——d 2K, . Eﬁs* =5 (G.11)
K4 ) '
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> 4P D .
/A o s T P A (G.12)
0P,  AP,|P+aP, | 4P, P TP
P_pl P |_p. _
—_—= - E ﬁ) + Adﬁ) = Esp'P = S)O,P (613)
d

ap P o .

= ~— = = ~ = = ~S - 2 =S - - G.14
NZ,/2) 24/2 Z,/z °H/F TeH (G149

Here, s;,x and s, , are the relative (non-dimensional) and absolute (dimensional)
sensitivity coefficients of the estimate o with respect to the quantity "X".

Now, define
u?(bw{ﬁu(km )T { P u(Re )T (6.15)
d<18 d(lg
where
u( fotemp ) =  standard uncertainty of the temperature correction factor for the

density estimate, p (represents the model uncertainty of the
temperature correction model used, Eq. (2.24)).

By dividing Eg. (G.1) through with £, and using Egs. (G.2)-(G.15), one obtains

By =(S,) Ep * Epren +(Spr) E7 +(S,1,) Er, +(S,7) " Er
t(Spk, ) Bk, +(S50) E7 +(S,0)°Ee *(S,,)° B, (G.16)

* 22 * 22 * 22 2 2
+ (Sp,APd) EAPd + (Sp,P) EP + (Sp,zd/z) EZd/Z + Ep,temp + Ep,m'sc

where
E, = relative standard uncertainty of the indicated (uncorrected) den-
sity estimate, p,, including the calibration laboratory uncer-
tainty, the reading error during calibration, and hysteresis,
E e = relative standard uncertainty of the repeatability of the indicated
(uncorrected) density estimate, o, ,
E, = relative combined standard uncertainty of the line gas tempera-

tureestimate, T,



Handbook of uncertainty calculations - USM fiscal gas metering stations ~ NPD, NFOGM, CMR (December 2001) 260

m
1

m
1

m
n

m
I

m
T
n

APy T

Ezd/z

p temp

£, misc

relative combined standard uncertainty of the gas temperature
estimate in the densitometer, T,

relative combined standard uncertainty of the estimate of the
densitometer calibration temperature, T_,

relative standard uncertainty of the estimate of the densitometer
transducer constant, K,

relative standard uncertainty of the periodic time estimate, 7 ,

relative standard uncertainty of the calibration gas VOS esti-
mate, C.,

relative standard uncertainty of the densitometer gas VOS esti-
mate, C,,

relative combined standard uncertainty of the line gas pressure
estimate, P,

relative standard uncertainty of assuming that Py = P, due to
possible deviation of gas pressure from densitometer to line
conditions, 4P, ,

relative combined standard uncertainty of the gas compressibil-
ity ratio between densitometer and line conditions, Z, / Z,

relative standard uncertainty of the temperature correction factor
for the density estimate, o (represents the model uncertainty of
the temperature correction model used, Eg. (2.24)).

relative standard uncertainty of the indicated (uncorrected) den-
sity etimate, p, , accounting for uncertainties due to:

- stability (drift, shift between calibrations),

- reading error during measurement (for digital display instru-
ments),

- possible deposits on the vibrating element,

- possible corrosion of the vibrating element,

- possible liquid condensation on the vibrating element,

- mechanical (structural) vibrations on the gas line,

- variationsin power supply,

- salf-induced heat,

- flow in the bypass density line,

- possible gas viscosity effects,
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- neglecting possible pressure dependency in the regression
curve, Eq. (2.23),
- model uncertainty of the VOS correction model, Eg. (2.25),

defined as
Ep Euc(’\pu), ET EUC(AT)’ ETd EUC(ATd),
© Al T T,
_u(T,) _u(K,) _u(t)
=% STRD FTH
c d
g, =W&), g, =U%) (G.17)
(o d
Cofe Tl
£ ZUR) L _u(P) _U(Z4/2)
2Py = PT T8 74/2 Y
2P, P z,/z
u( £ u( £ D
= By = € 2 tne),
' P ' P ’ P
respectively.

For each of the estimates Zd and Z, two kinds of uncertainties are accounted for

here [Tambo and Segaard, 1997]: the model uncertainty (i.e. the uncertainty of the
model used for calculation of Z, and Z), and the analysis uncertainty (due to the
inaccurate determination of the gas composition in the line). The model uncertain-
ties are here assumed to be mutually correlated43, and so are the analysis uncertain-
ties. That means,

EZZd 1z = ( EZd,mod - EZ,mod )2 +( EZd,ana - EZ,ana )2 ’ (G18)

where

Esmd = relative standard uncertainty of the esti mateZd due to model
uncertainty (the uncertainty of the equation of state itself, and
the uncertainty of the “basic data” underlying the equation of

state),

143 |nthe derivation of Eq. (G.18), the model uncertainties of the Z-factor estimates Z, and Z have

been assumed to be correlated. The argumentation is as follows: Zd and Z relate to nearly

equal pressures and temperatures. Since the equation of state is empirical, it may be correct to
assume that the error of the equation is systematic in the pressure and temperaure range in ques-
tion.
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E; ma = relative standard uncertainty of the estimateZ due to model
uncertainty (the uncertainty of the equation of state itself, and
the uncertainty of the “basic data” underlying the equation of
state),

relative standard uncertainty of the estimateZd due to analy-
Sis uncertainty (measurement uncertainty of the gas chro-
matograph used to determine the gas composition, and varia-
tion in gas composition),

L
Il

Zd,ana —

E;ua = relative standard uncertainty of the estimateZ due to analysis
uncertainty (measurement uncertainty of the gas chromato-
graph used to determine the line gas composition, and varia
tion in gas composition).

From Eq. (G.18) E,, , will in practice be negligible, since the same equation of state
is normally used for calculation of Zd and Z. Consequently, Eg. (G.16) can be ap-
proximated by

2 * 22 2
Ep - (Spu) Epu + Ep,rept
+(Sp, ) Ex, +(S,,) Ef +(S,. ) ES +(s

P:Cq
* 22 * 22 2 2
+ (Sp,APd) EAPd + (Sp,P) EP + Ep,temp + Ep,misc

+(S,1) Er +(S,1,) Ef, +(s,7)°Er

o )2E2 (G.19)

By multiplication with p?, the corresponding expanded uncertainty of the density
measurement is given as

UZ(D)=S2UP(Dy )+ UR( Dy )+ S2UZ(T )+ 52, UP(T, ) + 82, U%(T,)
+52, UP(Ky)+82, uP(T)+s2, u?(E, ) +2, ui(e,) (G.20)

+ 52 4o UA( AP, )+ 82 U2 (P) + U ( Do ) + U ( Drise )

which is the expression used in Chapter 3, Eg. (3.14), and implemented in the pro-
gram EMU - USM Fiscal Gas Metering Station.
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