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i Handbook of uncertainty calculations

PREFACE

Norwegian regulations relating to measurement of petroleum for fiscal purposes and
for calculation of CO, tax require that the overall measurement uncertainty be
documented to be within defined limits. However, the different methods used gave
different results. A consistent, standardised method of uncertainty estimation was
required, so that different measurement systems could be directly compared.

In 1992 the Guide to the expression of uncertainty in measurement was published,
revised and updated in 1995. This report is establishing general rules for evaluating
and expressing uncertainty in measurement, intended for a broad scope of
measurement areas. It is commonly referred to as "the Guide”. The report was jointly
developed by the International Organisation of Standardisation (1SO), the
International Electrotechnical Commission (IEC), the International Organisation of
Legal Metrology (OIML) and the International Bureau of weights and Measurement
(BIPM).

The Norwegian Petroleum Directorate (NPD) and the Norwegian Society for Oil and
Gas Measurement (NFOGM), together with Christian Michelsen Research (CMR),
felt that a user-friendly handbook together with a spreadsheet based upon the
principles laid down in the Guide would satisfy the need for a modern method of
uncertainty estimation in the field of oil and gas measurement.

First revision was published in 1999.

A revision to include comments from users and to get a more flexible and up to date
document was initiated by NFOGM, and financed by NFOGM and The Norwegian
Society of Chartered Engineers (NIF).

Christian Michelsen Research had the resources and competence to update the
handbook.

The same reference group consisting of six persons with a broad and varied
competence from oil and gas measurement has again evaluated and commented the
handbook. The reference group consisted of:

Eide, John, Holta & Haland

Folkestad, Trond, Norsk Hydro

Fraystein, Hans Arne, The Norwegian Metrology and Accreditation Service
Malde, Erik, ConocoPhillips

Moestue, Hakon, Norsk Hydro

Sakariassen, Reidar, MetroPartner

We wish to express our thanks to the project leader at CMR, Eivind O. Dahl, and to
the members of the reference group for their contribution to this handbook.

March, 2003

Norwegian Society for Oil and Gas Measurement
ConocoPhillips

Svein Neumann
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1.

1.1

INTRODUCTION

In 1994 the Norwegian Society for Oil and Gas Measurement (NFOGM) initiated the
establishment of a workgroup with the scope of work: “Uncertainty calculations of
flow measurements in the oil and gas industry”. Based on the previous work at CMR
on uncertainty calculations [Lunde P. et al., 1997][Midttveit @. & Nilsson J., 1997]
[Midttveit @. et al., 1998], the workgroup invited CMR to present a project proposal
to complete the work of the workgroup. In 1997 CMR therefore proposed a project
for developing the first handbook for uncertainty calculations of fiscal metering
stations.

The project was initiated and financially supported by NFOGM and the Norwegian
Petroleum Directorate (NPD) in 1998, and the first revision of the "Handbook of
uncertainty calculations - Fiscal metering stations™ [Dahl et al., 1999] was published
in 1999. That handbook concentrated on fiscal oil metering stations based on a
turbine flow meter, and fiscal gas metering stations based on an orifice flow meter.
As a further development with respect to fiscal gas metering stations, a follow-up
project was initiated between the same partners for developing a handbook of
uncertainty calculations for gas metering stations which are based on a flow
calibrated multipath ultrasonic gas flow meter [Lunde & Fraysa, 2002].

On basis of user experiences with the first handbook of uncertainty calculations [Dahl
et al., 1999] and the work with the latest handbook on multipath ultrasonic gas flow
meters, the partners in June 2002 decided to review the first handbook for turbine oil
and orifice gas fiscal metering stations. The update was made to correct for some
minor errors found in the handbook document and uncertainty calculation programs
and to add functionality and flexibility to the uncertainty calculation programs.

Background

The fiscal measurement of oil and gas in the North Sea must be in accordance with
the Norwegian Petroleum Directorate (NPD) regulations [NPD, 2001a], which
require that an uncertainty analysis of a fiscal metering system must be in accordance
with "recognised standards". In practise, different methods for evaluation of
measurement uncertainties are used. The various methods have some kind of root-
sum-square calculation as the basis, but the evaluation and combination of the
individual uncertainty contributions from the basic measurements differ.

NFOGM, NPD, CMR, NIF Revision 2, March 2003
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1.2

In 1995 the International Organisation for Standardisation (ISO) published the
"Guide to the expression of Uncertainty in Measurement” [ISO, 1995a]. The
document is commonly referred to as the GUM. The overall objective of the GUM
has been to establish an internationally accepted method for estimating measurement
uncertainty, and to provide guidelines for the calculation procedure and the reporting
of the results. In addition, the GUM has introduced some new terms and suppressed
some traditional terminology to standardise the concepts so that "everyone speaks the
same language" and agrees on how uncertainty should be quantified.

It should be noted that the GUM at present is an ISO recommendation and not a
standard. However, the standard published in 1997 by the European co-operation for
Accreditation of Laboratories (EAL) [EAL-R2, 1997], is in conformity with the
GUM. Previously, 1SO-5168:1978 [ISO, 1978], has been used for reference when
calculating uncertainties on gas metering stations, and the principles have also to
some extent been applied in uncertainty calculations on oil metering stations.
However, 1SO-5168:1978 and the ISO-GUM were based on significantly different
views on measurement uncertainty, and 1SO-5168:1978 was therefore first revised in
1989 (ISO/DIS 5168 [ISO, 1989]) but later reduced to a technical report (ISO-TR
5168 [ISO, 1998]). A new international standard committee was then established to
revise the 5168 document, and published a draft standard 1ISO/CD 5168 [ISO, 2000]
in November 2000 and a final draft for voting ISO/DIS 5168 in March 2002 [ISO,
2002].

The GUM comprises a theoretical and a mathematical approach to the field of
uncertainty calculations, and it provides detailed procedures for performing
uncertainty calculations in general. This handbook, however, provides a more
practical approach to the field of uncertainty calculations, where the principles of the
GUM are applied to turbine oil and orifice gas fiscal metering stations. The intention
is further to simplify, and to some extent standardise, the uncertainty evaluation of
fiscal oil- and gas metering stations.

About the Handbook

The handbook covers uncertainty analysis and calculations of two metering stations;
a turbine fiscal oil metering station and an orifice fiscal gas metering station. Through
a detailed assessment of the metering stations, a theoretical and practical guideline
for analysis and calculation of the metering stations is given. The analysis further
reveals which uncertainties must be included in the calculations and which may be
considered negligible. Two programs have also been made (Microsoft Excel 2000)
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1.3

for performing uncertainty calculations on these two metering stations. The programs
are part of the handbook, which also serves as a user manual for these programs.

As the functional relationships and measurement procedures used in calculation of
standard volume flow rates (oil) or mass flow rates (gas) are important to the
uncertainty evaluation, the required functional relationships and procedures are given
together with references in the Handbook. The Handbook may therefore to some
extent serve as a measurement handbook for fiscal metering stations.

Chapter 2 provides a general introduction to the fundamentals of uncertainty
calculations, where Sections 2.1 and 2.2 covers the basic terminology and symbols
used in evaluation of metering uncertainties, respectively. In Section 2.3 the
theoretical principles for performing uncertainty calculations according to the GUM
are briefly described, while Section 2.4 describes how to document the calculations
according to the GUM.

By understanding Chapter 2 the reader should have gained sufficient knowledge
about uncertainty evaluations in general to secure proper application of and fully
exploit the calculation programs. The user should then also be able to perform similar
uncertainty evaluations on other kinds of instrument and measurement systems.

The handbook is further divided into two main chapters covering the uncertainty
analysis and calculations of each metering station, and two chapters serving as user
manuals for the uncertainty calculation programs. The uncertainty calculation for the
turbine oil fiscal metering station is covered in Chapter 3 while the user manual for
the corresponding uncertainty calculation program is covered in Chapter 4. Chapter 5
covers the uncertainty calculation for the orifice gas fiscal metering station and
Chapter 6 is the user manual for the uncertainty calculation program.

About the new revision of the Handbook

In this Section the major updates of the present revision of the Handbook are briefly
described.

The previous version of this Handbook [Dahl et al.,, 1999] formed basis for
development of the Handbook of uncertainty calculations - USM Fiscal Gas
Metering Stations [Lunde & Freysa, 2002] (hereafter denoted the USM Handbook).
In relation with this work, most of the previous version of this Handbook was
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reviewed in detail and the gas metering station part in particular. The EMU! program
layouts and implementations were also reviewed and an improved and more flexible
layout was developed for the program EMU - USM Fiscal Gas Metering Station.
Among others, the new EMU program supports more flexible graphical presentations
of calculated uncertainties, and allows the user to more freely choose to use different
transmitters (pressure, temperature, density) than the previous versions. The user may
also more easily add own uncertainty contributions at the different parts of the
metering station than before if one finds this desirable. Introducing a miscellaneous
uncertainty contribution to each of the relevant uncertainty budgets enables this, and
may among others be used to account for acceptance tolerances if desired.

As part of the work with the USM Handbook a review of the terminology regarding
uncertainty calculations in general was made. On this basis one has introduced some
changes to the terminology used in the NFOGM handbooks in order to establish a
terminology that is applicable to any technology without risking confusion with
terminology related to measurement technologies.

A major part of the present revision has therefore concerned an update of the
terminology to adapt to the terminology used in the USM Handbook, and upgrade of
the EMU programs to include the latest options with respect to flexibility.

All functional relationships and uncertainty calculations have been reviewed and
verified in detail, both in the Handbook and in the EMU programs. The Handbook
has been updated according to the latest versions of standards, regulations and data
sheets, and the new revision complies with the new NPD regulations that entered into
force on January 1%, 2002 [NPD, 2001a] and the new 1SO-5167 standard published
on February 24" [1SO, 2003].

The authors have also received feedback from users of the Handbook regarding some
text and calculation errors found in the previous Handbook document and in the
EMU programs. This has comprised a major part of the present revision in order to
correct errors and to achieve a more user friendly and applicable handbook.

A more specific list of major corrections made to the Handbook document and
programs is given in the following:

1 The abbreviation EMU is short for “Evaluation of Metering Uncertainty”.
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Handbook:

Chapter 2 regarding the fundamentals of uncertainty calculations have been
updated and revised on basis of the work performed in relation with the USM
Handbook [Lunde & Fraysa, 2002].

Changes have been made to the layout of the uncertainty budgets in the
Handbook and the EMU programs.

Adapted the terminology to the USM Handbook [Lunde & Fraysa, 2002].
Changed the way of referencing literature

Small changes have been made to the document layout.

Changes have been made to the Chapter divisions to achieve a more logical
and self-explaining document.

The uncertainty evaluations of the Rosemount 3051P and 3144 pressure and
temperature transmitters, and the Solartron 7812 and 7835 gas and liquid
densitometers, have been reviewed and slightly extended.

The density Velocity of Sound (VOS) correction has been reviewed in detail
and is now handled differently, see Section 3.4.

Added equations (5.31) and (5.32) on page 172 which were left out in the
previous update of the Handbook.

The functional relationship for the expansibility factor, and the model
uncertainties given for the expansibility factor and the discharge coefficient
have been updated according to the recently published ISO 5167 [ISO, 2003]
standard.

EMU programs:

More flexible EMU programs, where the user more freely may choose to use
other equipment than used in the examples in the Handbook and EMU
programs. The user may now specify the uncertainty of each instrument at
either an overall or a detailed level.

A separate cell for instrument type has been added to the worksheets in the
EMU programs to allow the user more easily include information/descriptions
of the instruments being evaluated.

The “Upper Range Limit” (URL) specification in the static and differential
pressure worksheets is no longer limited by a fixed range of URLS to be
selected from a list, but may be freely set by the user.

A fixed range of values no longer limits the specification of KO and K1 for
the reference density calculation.

Added a “miscellaneous” uncertainty contribution in each uncertainty budget
in the EMU programs to allow the user to more easily define and add own
uncertainty contributions.
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* New graphical plotting functionality and flexibility is built into the EMU
programs, and the plotted values are also available in tabulated form.

* The relative expanded uncertainty of the gas density in the “Density”
worksheet in the EMU - Orifice Fiscal Gas Metering Station program is now
calculated in terms of Kelvin (previously it was calculated in terms of
Celsius).

* The optional use of “Density installation correction” in the “Density”
worksheet in the EMU - Orifice Fiscal Gas Metering Station program has
been removed. The *“density installation correction” is now handled
differently, see Section 3.4. The “Density”” worksheet in the EMU - Orifice
Fiscal Gas Metering Station is now implemented in a slightly different way
than in the previous version of the Handbook.

* An error relating to the propagation of uncertainty from the “Density”
worksheet to the calculation of combined expanded uncertainty for the gas the
metering station has been corrected.

 The effect of atmospheric pressure variations on the static pressure
measurements has been included in both metering stations.

» Descriptions of the colour coding in the EMU programs have been included.

About the EMU-programs

As a part of the present revision of the Handbook, the two Excel programs EMU -
Turbine Fiscal Oil Metering Station and EMU - Orifice Fiscal Gas Metering Station
has also been revised2. The programs are implemented in Microsoft Excel 2000 and
are opened as normal workbooks in Excel.

It has been the intention that the EMU programs to some extent shall be self-
explaining. However, Chapters 4 and 6 in the Handbook gives an overview of the
programs and serves as a user manual. In addition, Chapter 3 and 4.11 of the
Handbook provides guidelines for specifying input parameters and uncertainties to
the programs through practical examples. This may be useful to read together with
running the programs for the first time. At each “input cell” in the program a
comment is also given with reference to the relevant section(s) of the Handbook in
which some information and help about the required input can be found. As

2 In the previous revision of this Handbook [Dahl et al., 1999], the two Excel programs were named
EMU - Fiscal Gas Metering Station (for gas metering stations based on orifice plate), and EMU -
Fiscal Oil Metering Station (for oil metering stations based on a turbine meter). Hence, the
programs are now renamed EMU - Orifice Fiscal Gas Metering Station and EMU - Turbine Fiscal
Oil Metering Station, respectively, in order to more clearly separate them from the recently
published program EMU - USM Fiscal Gas Metering Station program [Lunde & Fragysa, 2002].
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delivered, the program is “loaded” with the input parameters and uncertainties used
for the example calculations given in Chapters 3 and 5.

The EMU - Turbine Fiscal Oil Metering Station program calculates the expanded and
relative expanded uncertainties of a Turbine meter based oil metering station for
standard volume flow rate, Q. The EMU - Orifice Fiscal Gas Metering Station
program calculates the expanded and relative expanded uncertainties of an Orifice
meter based gas metering station for actual mass flow rate, qn.

In addition to calculation/plotting/reporting of the expanded uncertainty of the
metering stations and the individual equipment of the stations, the Excel program can
be used to calculate, plot and analyse the relative importance of the various
contributions to the uncertainty budgets for the actual instruments of the metering
stations (using bar-charts), such as:

 Pressure transmitter (static and/or differential)
» Temperature element / transmitter

» Densitometer

» Flow calibration

» The metering stations in total

In the programs the uncertainties of the primary (density, pressure and temperature)
measurements can each be specified at two levels:

(1) “Overall level”: The user specifies the combined standard uncertainty of the
density, pressure or temperature estimates directly as input to the program. It is
then left to the user to calculate and document these combined standard
uncertainties. This option is general, and covers any method of obtaining the
uncertainties of the primary measurements (measurement or calculation)s3.

3 The “overall level” options may be of interest in several cases, such as e.g.:

o If the user wants a “simple” and quick evaluation of the influence of the standard
uncertainties of the primary measurements on the expanded uncertainty of the metering
station,

» In case of a different installation of the densitometers (e.g. in-line) or a different densitometer
functional relationship

» In case the input used at the “detailed level” does not fit sufficiently well to the type of input
data / uncertainties which are relevant for the pressure transmitter or temperature
element/transmitter at hand.
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(2) “Detailed level”: The combined standard uncertainties of the density, pressure
and temperature are calculated in the program from more basic input for the
different transmitters provided by the instrument manufacturer and calibration
laboratory.

In Table 1.1 and Table 1.2 the optional levels of specification of the input
uncertainties are shown for the Turbine oil and Orifice gas metering stations,
respectively.

Table 1.1 Uncertainty model contributions, and optional levels for specification of input
uncertainties to the program EMU - Turbine Fiscal Oil Metering Station.

Uncertainty contribution Overall level Detailed level
Pressure measurement uncertainty v v
Temperature measurement uncertainty 4 v

Density measurement uncertainty 4 v

Turbine meter measurement uncertainty 4

Flow calibration uncertainty (Prover) 4

Volume correction factors / Density conversion model v

Signal communication and flow computer calculations v

Table 1.2 Uncertainty model contributions, and optional levels for specification of input

uncertainties to the program EMU - Orifice Fiscal Gas Metering Station.

Uncertainty contribution Overall level Detailed level
Pressure measurement uncertainty (static) 4 v
Differential pressure measurement uncertainty v v
Temperature measurement uncertainty v v
Density measurement uncertainty v v

v

Compressibility factor uncertainties

Signal communication and flow computer calculations v

In the NPD regulations it is stated that the total uncertainty of the measurement
system shall be documented, and an uncertainty analysis shall be prepared for the
measurement system within a 95 % confidence level [NPD, 2001a]. The GUM [ISO,
1995a] also put requirements to such documentation, cf. Section 2.4.

With reference to the Handbook, and provided the user of the program on basis of
manufacturer information or another source can document the figures used for the
input uncertainties to the EMU programs, the expanded uncertainties calculated by
the EMU programs may be used in documentation of metering station uncertainties.

Revision 2, March 2003 NFOGM, NPD, CMR, NIF
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1.5

It is emphasised that for traceability purposes the inputs to the program must be
documented by the user, cf. Section 2.4. The user must also document that the
calculation procedures and functional relationships implemented in the program (cf.
Chapters 3 and 5) are in conformity with the ones actually applied in the fiscal
metering station being evaluated.
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2.

2.1

FUNDAMENTALS OF UNCERTAINTY EVALUATION

The NPD regulations [NPD, 2001a] and the NORSOK [-104 [NORSOK, 1998a] and
NORSOK 1-105 [NORSOK, 1998b] standards refer to the GUM (Guide to the
expression of uncertainty in measurement) [ISO, 1995a]°> as the *“accepted norm”
with respect to uncertainty analysis. The uncertainty model and the uncertainty
calculations reported here are therefore based primarily on the “GUM”.

A Dbrief outline of the GUM terminology used in evaluating and expressing
uncertainty is given in Section 2.1. A list of important symbols used in the Handbook
for expressing uncertainty is given in Section 2.2. The GUM procedure used here for
evaluating and expressing uncertainty is summarized in Section 2.3, as a basis for the
description of the uncertainty model and the uncertainty calculations. Requirements
for documentation of the uncertainty calculations are described in Section 2.4.

Terminology for evaluating and expressing uncertainty

Precise knowledge about the definitions of the terms used in the Handbook is
important in order to perform the uncertainty calculations with - preferably - a
minimum possibility of misunderstandings.

Consequently, the definitions of some selected terms regarding uncertainty
calculations that are used in the present Handbook, or are important for using the
Handbook, are summarized in Table 2.1. References are also given to the source
documents in which further details may be given. For definition of terms in which
symbols are used, the symbol notation is defined in Section 2.2.

The GUM was prepared by a joint working group consisting of experts nominated by BIPM,
IEC, I1SO and OIML, on basis of a request from the CIPM. The following seven organizations
supported the development, which was published in their name: BIPM, IEC, IFCC, I1SO, IUPAC,
IUPAP and OIML.

The abbreviations are: CIPM: Comité International des Poids et Mesures, France (International
Committee for Weights and Measures); BIPM: Bureau International des Poids et Mesures,
Sévres Cedex, France (International Bureau of Weights and Measures); IEC: International
Electrotechnical Commission, Genéve, Switzerland; IFFC: International Federation of Clinical
Chemistry, Nancy, France; ISO: International Organization for Standardization Genéve,
Switzerland; IUPAC: International Union of Pure and Applied Chemistry, Oxford, UK; TUPAP:
International Union of Pure and Applied Physics, Frolunda Sweden; [OML: International
Organization of Legal Metrology, Paris, France.
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For additional definitions of relevance, cf. e.g. the VIM [ISO, 1993], and the GUM,
Appendices E and F [ISO, 1995a]é.

Table 2.1 Definitions of some terms regarding uncertainty calculations.
Type of term Term Definition Reference
Output quantity, y In most cases a measurand y is not measured directly, but GUM, 84.1.1 and
Quantities and is determined from M other quantities X;, X,, ..., Xm through | 84.1.2,p. 9
units a functional relationship, y = f(xy, X, ..., Xu)
Input quantity, x;, An_ input quantity, Xx; _(i =1, .., M), is a quantity upon GUM, §4.1.2, p. 9
which the output quantity, y, depends, through a functional
relationship, y = f(xy, X, ..., Xm). The input quantities may
themselves be viewed as measurands and may themselves
depend on other quantities.
Value Magnitude of a particular quantity generally expressed asa | VIM, §1.18.
(of a quantity) unit measurement multiplied by a number. GUM, §B.2.2,
p. 31
True value Value consistent with the definition of a given particular VIM, §1.19
(of a quantity) quantity. GUM, §3.1.1,
VIM notes (selected): p. 4.
1. This is a value that would be obtained by a perfect GUM, §3.2.3,
measurement. p. 4.
2. True values are by nature indeterminate.
GUM comment: GUM, §D.3.5,
The term “true value” is not used, since the terms “value of | p. 41.
a measurand” (or of a quantity) and the term “true value of
a measurand” (or of a quantity) are viewed as equivalent,
with the word "true" to be redundant.
Handbook comment:
Since a true value cannot be determined, in practice a
conventional true value is used (cf. the GUM, p. 34).
Quantities and Conventional Value attributed to a particular quantity and accepted, VIM, §1.20
units (contd.) true value sometimes by conventions, as having an uncertainty GUM, §B.2.4,
(of a quantity) appropriate for a given purpose. 0.32
VIM note (selected):
“Conventional true value” is sometimes called assigned
value, best estimate of the value, conventional value or
reference value.
Measurements Measurand Particular quantity subject to measurement. VIM, §2.6
GUM, §B.2.9
Influence quantity Quantity that is not the measurand, but that affects the VIM, §2.7
result of measurement. GUM, §B.2.10,
pp. 32-33.
6

Note that a number of documents are available in which the basic uncertainty evaluation
philosophy of the GUM is interpreted and explained in more simple and compact manners, for
practical use in metrology. Some documents which may be helpful in this respect are [Taylor
and Kuyatt, 1994], [NIS 3003, 1995], [EAL-R2, 1997], [EA-4/02, 1999], [Bell, 1999] and
[ISO/DIS 5168, 2002].

NFOGM, NPD, CMR, NIF
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Type of term Term Definition Reference
Measurement Result of Value attributed to a measurand, obtained by VIM, 8§3.1
results measurement measurement. GUM, §B.2.11,

VIM notes: p. 33
1. When a result is given, it should be made clear whether
it refers to:
- the indication,
- the uncorrected result,
- the corrected result,
and whether several values are averaged.
2. A complete statement of the result of a measurement
includes information about the uncertainty of
measurement.
Indication Value of a quantity provided by a measuring instrument. VIM, 83.2
(of a measuring VIM notes (selected):
instrument) 1. The value read from the display device may be called
the direct indication; it is multiplied by the instrument
constant to give the indication.
2. The quantity may be the measurand, a measurement
signal, or another quantity to be used in calculating the
value of the measurand.
Uncorrected result Result of a measurement before correction for systematic | VIM, 83.3
error. GUM, §B.2.12,
p. 33
Corrected result Result of a measurement after correction for systematic VIM, §3.4
error. GUM, §B.2.13,
p. 33
Correction Value added algebraically to the uncorrected result of a VIM, §3.15.
measurement to compensate for systematic error.
VIM notes: GUM, §B.2.23,
The correction is equal to the negative of the estimated | p. 34
systematic error.
Since the systematic error cannot be known perfectly, the
compensation cannot be complete.
Handbook comment:
If a correction is made, the correction must be included in
the functional relationship, and the calculation of the
combined standard uncertainty must include the standard
uncertainty of the applied correction.
Correction factor Numerical factor by which the uncorrected result of a VIM, §3.16
measurement is multiplied to compensate for systematic GUM, §B.2.24.
error. 0. 34

VIM note:

Since the systematic error cannot be known perfectly, the
compensation cannot be complete.

Handbook comment:

If a correction factor is applied, the correction must be
included in the functional relationship, and the calculation
of the combined standard uncertainty must include the
standard uncertainty of the applied correction factor.

Revision 2, March 2003
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Definition
Type of term Term Reference
Measurement Accuracy of Closeness of the agreement between the result of a VIM, 83.5
results (contd.) | measurement measurement and a true value of the measurand. GUM, §B.2.14,
VIM notes: p. 33
Accuracy is a qualitative concept.
The term “precision” should not be used for “accuracy”.
Handbook comment:
Accuracy should not be used quantitatively. The expression
of this concept by numbers should be associated with
(standard) uncertainty.
Repeatability Closeness of the agreement between the results of VIM, §3.6
successive measurements of the same measurand carried GUM. §B.2.15
out under the same conditions of measurement. e
VIM notes: p. 33.
1. These conditions are called repeatability conditions.
2. Repeatbility conditions include:
- the same measurement procedure,
- the same observer,
- the same measuring instrument, used under the same
conditions,
- the same location,
- repetition over a short period of time.
3. Repeatability may be expressed quantitatively in terms
of the dispersion characteristics of the results.
Reproducibility Closeness of the agreement between the results of VIM, §3.7
measurements of the same measurand carried out under GUM. §B.2.16
changed conditions of measurement. PETET
VIM notes: p. 33

1. A valid statement of reproducibility
specification of the conditions changed.
2. The changed conditions may include:
- principle of measurement,
- method of measurement,
- observer,
- measuring instrument,
- reference standard,
- location,
- conditions of use,
- time.
3. Repeatability may be expressed quantitatively in terms
of the dispersion characteristics of the results.
4. Results are here usually understood to be corrected
results.

requires

Experimental

A quantity characterizing the dispersion of the results, for

VIM, 83.8; GUM, §

standard deviation a series of measurements of the same measurand. B.2.17, p. 33
Uncertainty of Parameter, associated with the result of a measurement, VIM, §3.9.
measurement that characterizes the dispersion of the values that could GUM, §2.2.4,
reasonably be attributed to the measurand. 0. 2-3

GUM, §B.2.18,

p. 34.

GUM, Annex D
Error Result of a measurement minus a true value of the VIM, 8§83.10. GUM,
Deviation Value minus its reference value. VIM, §3.11

NFOGM, NPD, CMR, NIF
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Definition
Type of term Term Reference
Measurement Relative error Error of a measurement divided by a true value of the VIM, 8§3.12.
results (contd.) measurand. GUM, §B.2.20,
p. 34.
Random error Result of a measurement minus the mean that would result | VIM, 83.13.
from an infinite number of measurements of the same GUM, §B.2.21,
measurand carried out under repeatability conditions.
VIM notes: p. 34.
1. Random error is equal to error minus systematic error.
Because only a finite number of measurements can be
made, it is possible to determine only an estimate of
random error.
Systematic error Mean that would result from an infinite number of VIM, 8§3.14
measurements of the same measurand carried out under GUM, §B.2.22.
repeatability conditions minus the true value of the 34
measurand. P o4
VIM notes:
Systematic error is equal to error minus random error.
Like true value, systematic error and its causes cannot be
completely known.
For a measuring instrument, see “bias”.
Characterisation | Nominal range Range of indications obtainable with a particular setting of | VIM, 85.1
of measuring the controls of a measuring instrument.
Instruments VIM note (selected):
1. Nominal range is normally stated in terms of its lower
and upper limits.
Span Modulus of the difference between the two limits of VIM, 85.2
nominal range.
VIM note:
1. In some fields of knowledge, the difference between
the greatest and smallest value is called range.
Measuring range, Set of values of measurands for which the error of a VIM, 85.4
measuring instrument is intended to lie within specified
Working range limits
Resolution (of a Smallest difference between indications of a displaying VIM, §5.12
displaying device) device that can be meaningfully distinguished.
VIM note (selected):
1. For adigital displaying device, this is the change in the
indication when the least significant digit changes by
one step.
Drift Slow change of metrological characteristic of a measuring | VIM, §85.16
instrument.
Accuracy Ability of a measuring instrument to give responses close | VIM, §5.18
of a measuring to a true value. GUM, §B.2.14,
instrument VIM note: p. 33
1. “Accuracy” is a qualitative concept.
Error (of Indication of a measuring instrument minus a a true value | VIM, §5.20
indication) of a of the corresponding input quantity. GUM, §B2.2.19,
measuring VIM note (selected): p. 34; Section 3.2
instrument

1. This concept applies mainly where the instrument is
compared to a reference standard.

Revision 2, March 2003
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Type of term Term Definition Reference
Characterisation | Datum error (of a Error of a measuring instrument at a specified indication VIM, 8§5.22
of measuring measuring of a specified value of the measurand, chosen for checking
instruments instrument) the instrument.

(contd.)
Zero error (of a Datum error for zero value of the measurand. VIM, 85.23
measuring
instrument)
Bias (of a Systematic error of the indication of a measuring VIM, 85.25
mgf\rsuurg;?t) instrument. GUM. §3.2.3
VIM note: note, p. 5
1. The bias of a measuring instrument is normally
estimated by averaging the error of indication over an
appropriate number of repeated measurements.
Repeatability (of a | Ability of a measuring instrument to provide closely VIM, §5.27
measuring similar indications for repeated applications of the same
instrument) measurand under the same conditions of measurement.
Statistical terms | Random variable A variable that may take any of the values of a specified GUM, 8C.2.2,
and concepts set of values, and with which is associated a probability 35
distribution. P-
Probability A function giving the probability that a random variable GUM, §C.2.3,
distribution (of a takes any given value or belongs to a given set of values. 35
random variable) P
Variance A measure of dispersion, which is the sum of the squared GUM, §C.2.20,
deviations of observations from their average divided by 36
one less than the number of observations. P 2b.
GUM note (selected):
1. The sample standard deviation is an unbiased estimator
of the population standard deviation.
Standard deviation | The positive square root of the variance. GUM, §8C.2.12,
GUM note: p. 36;
1. The sample standard deviation is a biased estimator of 8§C.2.21, p. 37;
the population standard deviation. §C.3.3, p. 36,
Normal distribution GUM, §C.2.14,
p. 34
Estimation The operation of assigning, from the observations in a GUM, §C.2.24,
sample, numerical values to the parameters of a 37
distribution chosen as the statistical model of population P.
from which this sample is taken.
Estimate The value of an estimator obtained as a result of an GUM, §C.2.26,
estimation. 0. 37

Handbook comment:

1. Estimated value of a quantity, obtained either by
measurement, or by other means (such as by calculations).

NFOGM, NPD, CMR, NIF
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Type of term Term Definition Reference
Input estimate, and | An estimate of the measurand, y, denoted by V , is GUM, 8§4.1.4,
output estimate obtained from the functional relationship y = f(x, X, ..., p. 10.
Xm) Using input estimates, %,, X,, ..., 8, for the values of
the M quantities xy, X, ..., Xy. Thus the output estimate,
which is the result of the measurement, is given by ¢ =
f(R, Ryy ey Ry )-
Handbook comment:
1. The symbols used here are those used in this
Handbook, cf. Section 2.4.
Statistical terms | Sensitivity Describes how the output estimate y varies with changes GUM, 8§5.1.3,
and concepts coefficient in the values of an input estimate, x;, i = 1, ..., M. p.19; 5.1.4,p.20
(contd.)
Coverage Numerical factor used as a multiplier of the combined GUM, §2.3.6, p. 3.
factor, k: standard uncertainty in order to obtain an expanded GUM, §G.1.3,
uncertainty.
p. 59.
Level of confidence GUM, Annex G,
pp. 59-65.
Standard Uncertainty of the result of a measurement expressed as GUM, §2.3.1,
uncertainty standard deviation p. 3.

GUM, Chapter 3,
pp. 9-18.

Combined standard | The standard uncertainty of the result of a measurement, GUM, 83.3.6,
uncertainty when that result is obtained from the values of a number | ; g,
of other quantities, is termed combined standard GUM §4.15
uncertainty, and denoted uc. It is the estimated standard e
deviation associated with the result, and is equal to the p. 10.
positive square root of the combined variance obtained
from all variance and covariance components.
Expanded Quantity defining an interval about the result of a GUM, 8§2.3.5,p. 3.
uncertainty measurement that may be expected to encompass a large | GuM §6.1.2, p.
fraction of the distribution of values that could reasonably | o3
be attributed to the measurand. GUM Chapter 5,
pp. 23-24.
Systematic The effect of a recognized effect of an influence quantity. | GUM, §3.2.3,
effect Note: By [NIS 81, 1994, p. 4], contributions to | p.5
uncertainty arising from systematic effects are described
as “those that remain constant while the measurement is
being made, but can change if the measurment conditions,
method or equipment is altered”.
Random effect The effect of unpredictable or stochastic temporal and GUM, 83.2.2,
spatial variations of influence quantities. p.5

Linearity

Deviation between a calibration curve for a device and a
straight line.

[NPD, 2001a]

Type A evaluation Method of evaluation of uncertainty by the statistical GUM, §2.3.2,
(of uncertainty) analysis of series of observations. p.3
Type B evaluation Method of evaluation of uncertainty by means other than | GUM, §2.3.3,
(of uncertainty) the statistical analysis of series of observations, e.g. by p.3

engineering/scientific judgement.

Miscellaneous

Functional
relationship, f

In most cases a measurand y is not measured directly, but
is determined from M other quantities Xy, Xy, ..., Xu
through a functional relationship, y = f(x4, X, ..., Xm)

GUM, §4.1.1 and
§4.12,p.9

Revision 2, March 2003
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2.2

Symbols for expressing uncertainty

In general, the following symbols are used in the present Handbook for expressing
quantities and uncertainties:

: an estimated value (or simply an estimate) of an input quantity, X,

. an estimated value (or simply an estimate) of an output quantity, v,

<> X0

u(X; ) :the standard uncertainty of an input estimate, X, ,
u.(V) : the combined standard uncertainty of an output estimate, Y,

U(V) :the expanded uncertainty of an output estimate, ¥ :
U(y) =k (y),

Ex : the relative standard uncertainty of an input estimate, X :
C

E,: the relative combined standard uncertainty of an output estimate?, y:
_u(y)
9

E

y

With four exceptions (see Table 2.2 and points (1)-(4) below), the symbols used for
expression of uncertainty are those used by the GUM [ISO, 1995a, 84.1.5 and
86.2.1], see also [Taylor and Kuyatt, 1994], [EAL-R2, 1997], [EA-4/02, 1999],
[ISO/DIS 5168, 2002].

(1) With respect to the symbols used for a quantity and the estimate value of the

quantity, the "conventions™ of the GUM are not followed exactly, mainly for
practical reasons8. Here, both capital and small letters are used for input

For simplicity in notatation, and since it should not cause confusion here, the same symbol, E, is
used for both types of relative (i.e., percentage) standard uncertainties; i.e., relative standard
uncertainty, and relative combined standard uncertainty. In each case it will be noted in the text
which type of relative uncertainty that is in question.

In the GUM [ISO, 1995, Section 3.1, pp. 9-10], a quantity and an estimate value for the quantity
are denoted by capital and small letters, respectively (such as "X" and "x", respectively) (cf. Note
310 84.1.1). (Cf. also [NIS 3003, 1995, pp. 16-17).

This notation is considered to be impractical for the present Handbook. For example, in physics,
engineering and elsewhere the temperature is uniformly denoted by T, while in e.g. the USM
community a transit time is commonly denoted by t (cf. e.g. [ISO, 1997]). This is one of several
examples where this notation is considered to be impractical.

Moreover, also in the GUM, the "GUM conventions" are not used consequently. For example, in
the illustration examples [ISO, 1995, Annex H, cf. p. 68], the same symbol has been used for a
quantity and its estimate, for simplicity in notation.

NFOGM, NPD, CMR, NIF Revision 2, March 2003
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@)

3)

quantities, in order to enable use of common and well-established terminology in
USM technology (cf. e.g. [ISO, 1997]) and physics in general, involving both
capital and small letters as symbols for input/output quantities. To distinguish
between a quantity and the estimate value of the quantity, the above-defined

terminology has thus been chosen (with the symbol “X” (the “hat notation”) to
denote the estimate value of the quantity “x”).

With respect to relative uncertainties, no specific symbol was used in the GUM,
other than a notation of the type u,(¥)/|}| (for the relative combined standard

uncertainty of an output estimate, y ) [ISO, 1995a, §85.1.6, p. 20]. This notation
has been used also in [ISO/DIS 5168, 2002]. However, for the present
document, a simpler symbol than uc(§/)/|§/| has been found to be useful, or even
necessary, to avoid unnecessary complexity in writing the expressions for the
relative expanded uncertainties. “E,” is the symbol for relative uncertainty used
by e.g. [I1SO, 1997]; [1SO 5168:1978], and has been adopted here?10,

With respect to the symbol “U(Vy), the use of simply “U” has been

recommended by the GUM. In the present document that would lead to

ambiguity, since expanded uncertainties of two output estimates are considered
in this document: @, and q,,, cf. Chapters 3 and 4.11. Hence, the symbols

U(q, ) and U(q, ) are used for these to avoid confusion.

(4) With respect to the symbols used for dimensional (absolute) and dimensionless

(relative) sensitivity coefficients, the GUM has recommended use of the symbols
¢, and c;, respectively. These symbols are used also by [ISO/DIS 5168, 2002].
However, this NFOGM Handbook series also covers USM metering stations
where the well-established notation c is used for the sound velocity (VOS). To
avoid confusion, the symbols s, and s, are therefore used in the NFOGM

Handbook series for the dimensional (absolute) and dimensionless (relative)
sensitivity coefficients of the output estimate Y, to the input estimate X;.

10

By [EAL-R2, 1997], the notation W(§<)=u(§<)/|$<| has been used for the relative standard

uncertainty of an estimate X (cf. their Eqn. (3.11)). [Taylor and Kuyatt, 1994] has proposed to
denote relative uncertainties by using a subscript “r” for the word “relative”, i.e.,
u () =u(X)/|, ue, (¥)=u(¥)/|J] and U,=U/|j| for the relative standard uncertainty, the
relative combined standard uncertainty, and the relative expanded uncertainty, respectively (cf.
their §D1.4).

The “E,” - notation for relative uncertainties was used also in [Lunde et al., 1997; 2000a].
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In Table 2.2, the symbol notation used in the Handbook is summarized and compared
with the symbol notation recommended by the GUM.

Table 2.2 Symbol notation used in the Handbook in relation to that recommended by the GUM.

erm symbo andbook symbo eviation 7
T GUM symbol Handbook symbol Deviation ?
Input quantity & estimate value of Capital and small letters, “X;” denotes the estimate value Yes
the input quantity respectively (" X;" and " X;") | of the input quantity “ x; ”
Output quantity & estimate value of | Capital and small letters, “¥ ” denotes the estimate value
the output quantity respectively ("Y" and "y") of the output quantity “y”
Standard uncertainty of an input ul x. u( .
estimate (%) (%) No
Combined standard uncertainty of u u(v
an output estimate «(¥) () No
Relative standard uncertainty of an u(x;) _u(x)
input estimate \x\ E, = |;(|
I 1
Yes
Relative combined standard u. (y) _u(y)
uncertainty of an output estimate M E, = M
Expanded uncertainty U u(y) ves / No
Relative expanded uncertainty u Uy No
v 9
Dimensional (absolute) sensitivity c; 3
coefficients
Yes
Dimensionless (relative) sensitivity c s

coefficients
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2.3

Procedure for evaluating and expressing uncertainty

The procedure used here for evaluating and expressing uncertainty is the procedure

recommended by the GUM 11 [ISO, 1995a, Chapter 7], given as12:

The (mathematical) functional relationship is expressed between the measurand,
y, and the input quantities, x;, on which y depends: y = f(x1, X2, ..., Xm), Where M
is the number of input quantities (in accordance with the GUM, Chapter 7, 81).
The function, f, should preferably contain every quantity, including all
corrections and correction factors, that can contribute significantly to the
uncertainty of the measurement result.

X, the estimated value of the input quantity, x;, is determined, either on the basis

of a statistical analysis of a series of observations, or by other means (in
accordance with the GUM, Chapter 7, §2)13.

The standard uncertainty u(X; ) of each input estimate X, is evaluated; either as

Type A evaluation of standard uncertainty (for an input estimate obtained from a
statistical analysis of observations), or as Type B evaluation of standard
uncertainty (for an input estimate obtained by other means), in accordance with
the GUM, Chapter 7, 83 (cf. also the GUM, Chapter 3; [EAL-R2, 1997], [EA-
4/02, 1999]).

11

12

13

Other documents of interest in this context are e.g. [Taylor and Kuyatt, 1994], [NIS 3003, 1995],
[EAL-R2, 1997], [EA-4/02, 1999], [Bell, 1999] and [ISO/DIS 5168, 2002], which are all based
on (and are claimed to be consistent with) the GUM. However, the GUM is considered as the
authoritative text.

The GUM procedure is here given in our formulation. The substance is meant to be the same,
but the wording may be different in some cases. In case of possible inconsistency or doubt, the
text given in Chapter 7 of the GUM is authoritative.

With respect to the estimated value of a quantity X; (input or output), the “hat” symbol, §(i , I
used here, to distinguish between these. Cf. Section 2.2.
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If the uncertainty of the input estimate X, is given as an expanded uncertainty,
U(X; ), this expanded uncertainty may be converted to a standard uncertainty by

dividing with the coverage factor, k:

U(%)

u(x; )= K

(2.1)

For example, if U(X )is given at a 95 % confidence level, and a normal
probability distribution is used, k = 2. If the confidence level is 99 %, and a
normal probability distribution is used, k = 3. If the confidence level is 100 %,

and a rectangular probability distribution is used, converting to standard
uncertainty is done by using k = /3. When an expanded uncertainty is given as a

specific number of standard deviations, the standard uncertainty is achieved by
dividing the given expanded uncertainty with the specific number of standard
deviations.

4. Covariances are evaluated in association with input estimates that are correlated,

in accordance with the GUM, Chapter 7, 84 (cf. also the GUM, Section 4.2). For
two input estimates %; and X; , the covariance is given as

uCx; %) =uC JuCx; )r(x ;) (i#1J), (2.2)

where the degree of correlation is characterised by r(%;,X;), the correlation
coefficient between X, and ; (where i # j and |r| < 1). The value of r(X;,X;)
may be determined by engineering judgement or based on simulations or
experiments. The value is a number between -1 and 1, where r(%;,Xx;) =0
represents uncorrelated quantities, and [r(X;,X; )| = 1 represents fully correlated

quantities

5. The result of the measurement is to be calculated in accordance with the GUM,
Chapter 7, 85. That is, the estimate, y, of the measurand, v, is to be calculated
from the functional relationship, f, using for the input quantities the estimates X,

obtained in Step 2.

6. The combined standard uncertainty, u (y), of the measurement result (output
estimate), Y, is evaluated from the standard uncertainties and the covariances

associated with the input estimates, in accordance with the GUM, Chapter 7, 86
(cf. also the GUM, Chapter 4).
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u,(y) is given as the positive square root of the combined variance u’(y),

N (o ad & ..
= us(x)+2 ——Uu(X,X; ), 2.3
=3[ 2] vt 3 2 s ) 23)
where N is the number of input estimates %, i = 1, ..., N, and the partial

derivatives are the sensitivity coefficients, s;, i.e.

S, = i (2.4

7. The expanded uncertainty U is determined by multiplying the combined standard
uncertainty,u_(y), by a coverage factor, k, to obtain

U =km,() (2.5)

on basis of the level of confidence required for the uncertainty interval y +U , in

accordance with the GUM, Chapter 7, 87 (cf. also the GUM, Chapter 5 and
Annex G).

For example, if U is to be given at a 95 % confidence level, and a normal
probability distribution is assumed, k = 2. If the confidence level is 99 %, and a
normal probability distribution is used, k = 3. If the confidence level is 100 %,
and a rectangular probability distribution is supposed, k = J3.

In the EMU programs, the coverage factor k is set to k = 2, cf. Section 1.2,

corresponding to a level of confidence of 95.45 % in case of a normal probability
distribution of the output estimate, y 14.

14 Note that a coverage factor of k = 2 produces an interval corresponding to a level of confidence

of 95.45 % while that of k = 1.96 corresponds to a level of confidence of 95 %. The calculation
of intervals having specified levels of confidence is at best only approximate. The GUM
justifiably emphasises that for most cases it does not make sense to try to distinguish between
e.g. intervals having levels of confidence of say 94, 95 or 96 %, cf. Annex G of the GUM. In
practice, it is therefore recommended to use k = 2 which is assumed to produce an interval having
a level of confidence of approximately 95 %. This is also in accordance with NPD regulations
[NPD, 2001a].
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8. The result of the measurement (the output estimate),y, is to be reported,

together with its expanded uncertainty, U, and the method by which U has been
obtained, in accordance with the GUM, Chapter 7, §7 (cf. also the GUM, Chapter
6).

This includes documentation of the value of each input estimate, X, the
individual uncertainties u(x, ) which contribute to the resulting uncertainty, and

the evaluation method used to obtain the reported uncertainties of the output
estimate as summarised in steps 1 to 7.

Table 3.5 in Chapter 3.2.2 on page 38 show a typical uncertainty budget used for
documentation of the calculated expanded uncertainties.

The above procedure (given by steps 1-8), recommended by the GUM, serves as a
basis for the uncertainty calculations reported in Chapters 3 and 4.11 and the EMU
programs described in Chapter 4 and 6.

In the NPD regulations [NPD, 2001a] the uncertainties are specified as relative
expanded uncertainties, at a 95 % confidence level (assuming a normal probability
distribution), with k = 2.

In the formulas that are implemented in the EMU programs, the input standard
uncertainties, combined standard uncertainties, and the expanded uncertainties, are in
many cases expressed as relative uncertainties, defined as

(2.6)

respectively.
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2.4

Documentation of uncertainty evaluation

According to the GUM [ISO, 1995a, Chapter 6], all the information necessary for a
re-evaluation of the measurement should be available to others who may need it.

In Chapter 6.1.4 of the GUM it is stated that one should:

(1) Describe clearly the methods used to calculate the measurement result and its
uncertainty from the experimental observations and input data,

(2) Listall uncertainty components and document fully how they were evaluated,

(3) Present the data analysis in such a way that each of its important steps can be
readily followed and the calculation of the reported result can be independently
repeated if necessary,

(4) Give all corrections and constants used in the analysis and their sources.

The present Handbook together with the EMU programs should fill essential parts of
the documentation requirements (1)-(4) above. A printout of the worksheets used for
uncertainty evaluation of the measurand in question, together with the “Report”
worksheet and the mathematical expressions given in Chapters 3 and 4.11, may be
used in a documentation of the uncertainty evaluation of the metering station.

In addition, the user of the program must also document the uncertainties used as
input to the program. Such documentation may be calibration certificates, data sheets,
manufacturer information or other specifications of the metering station.

For uncertainty calculations on fiscal metering stations this requires that every
quantity input to the calculations should be fully documented with its value (if
needed), and its uncertainty, together with the confidence level and probability
distribution. Furthermore, it must be documented that the functional relationships
used in the uncertainty calculation programs following the Handbook are equal to the
ones actually implemented in the metering station. An uncertainty evaluation report
should be generated, containing the uncertainty evaluations and copies of (or at least
reference to) the documentation described above.
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3.

3.1

TURBINE FISCAL OIL METERING STATION

The present chapter gives a description of a typical Turbine meter based fiscal oil
metering station, serving as basis for the uncertainty model of such metering stations.
This chapter includes a brief description of metering station methods and equipment
as well as the functional relationships of the metering station (Section 3.1), the
temperature, pressure and density instruments (Sections 3.2, 3.3, 3.4, respectively)
and models for liquid and steel correction factors and conversion of line density to
standard density (Sections 3.5 and 3.6, respectively).

In this Handbook, the combined expanded uncertainty of the standard volume flow
rate, Q, of a turbine fiscal oil metering station is calculated. For further calculations
of e.g. mass flow rate on basis of this primary value, please refer to the NORSOK I-
105 standard [NORSOK, 1998b]. The recently published Handbook of Water
Fraction Metering [Dahl et. al., 2001] may also be of relevance.

An Excel program, EMU - Turbine fiscal oil metering station, has also been
developed for calculation of the combined expanded uncertainty of the standard
volume flow rate of turbine fiscal oil metering stations. This program is described in
Chapter 4, which servers as a user manual to the program. It is recommended to read
chapter 3 and 4 in parallel for better overview.

Description of a Turbine fiscal oil metering station

A turbine meter consists of a turbine wheel that rotates proportional to the volume
flow rate through the meter, and by counting the number of revolutions the volume
flow rate can be found. The turbine meter is calibrated in situ with a Prover and a
known reference volume. From this calibration a K-Factor is established that relates
the rotation of the turbine wheel (number of pulses counted) to a given volume.
Figure 3.1 shows a typical fiscal oil metering station.
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Figure 3.1 A typical turbine fiscal oil metering station [NPD, 1997]

According to NPD regulations [NPD, 2001a] the temperature and pressure shall be
measured in each of the metering tubes. When metering oil, the temperature and
pressure shall also be measured at the inlet and outlet of the pipe Prover. The density
shall be measured in each of the metering pipes, or by two densitometers mounted at
the inlet or outlet of the metering station in such a manner that they provide
representative density.

Pressure and temperature shall be measured as close as possible to the densitometer.
The densitometer is often mounted in a by-pass loop that is normally equipped with
dedicated pressure and temperature transmitters for use with the density
measurement!> [Sakariassen, 2002]. The complete set of density and dedicated
temperature and pressure measurements then forms basis for calculation of density at
standard reference conditions, cf. Section 3.6. In some cases, however, metering
stations may not be equipped dedicated pressure and/or temperature transmitters
located close to the densitometer (e.g. in a by-pass loop). This is normally based on
an assumption of only small deviations between the conditions at the densitometer
location (e.g. in a by-pass) and in the metering run. One must then as an alternative
use the line pressure and/or temperature measurements as estimates for the pressure

15 The Solartron 7835 liquid densitometer is equipped with an internal temperature measurement, but
this may not be calibrated as a separate unit and is therefore not used in fiscal metering stations for
density corrections or calculation of standard reference density.
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3.1.1

and temperature at the densitometer location. These must then be used for
densitometer corrections (temperature and pressure compensation of the density
measurement, cf. Section 3.4.1) and calculation of density at standard reference
conditions (cf. Section Section 3.6). In these cases one must include an additional
uncertainty contribution to the pressure and temperature estimates to account for
potential deviation in pressure and temperature between line and densitometer
location16 (see Sections 3.2 and 3.3).

The complete metering station, including measurement of temperature, pressure and
density values, is first calibrated and then the same instrumentation is used to perform
the actual measurements. When performing such relative measurements the
uncertainties are significantly reduced compared to absolute measurements, and
systematic uncertainty contributions are compensated for in the calibration.

Measurement uncertainty requirements according to NPD regulations

According to NPD regulations [NPD, 2001a], the total measurement uncertainty of
the metering station shall be within +0.30% of standard volume using 95%
confidence level.

The NPD regulations further impose additional requirements set for a turbine fiscal
oil metering station in terms of measurement uncertainties, see Table 3.1. Please refer
to [NPD, 2001a] for the complete set of requirements also including linearity and
repeatability limitations. One should also confer the Guidelines to the NPD
regulations [NPD, 2001b] for details.

Table 3.1 Measurement uncertainty requirements of loop and components according to NPD
regulations [NPD, 2001a]. All uncertainties specified with 95% confidence level.

Component Loop uncertainty limits Component uncertainty limits

Prover volume NA 0.04% for all four volumes

Turbine meter 1 pulse of 100000 (0.001%) 0.25% for the working range:
(10:1)

Pressure measurement 0.30% of measured value 0.10% of measured value

Temperature measurement  0.30 °C 0.20 °C

Density measurement 0.50 kg/m? 0.30 kg/m?

16 The dedicated pressure and temperature measurements for use in pressure and temperature
correction of the density measurement and calculation of standard reference density are
implemented as separate worksheets (“P-density” and “T-density”) in the EMU program.
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3.1.2 Instrumentation and operating conditions

The Turbine fiscal oil metering station evaluated in the present Handbook consists of
the equipment listed in Table 3.2, as specified by NFOGM, NPD and CMR to be
widely used instrumentation on Turbine fiscal oil metering stations. With respect to
the Turbine meter and flow computer no specific equipments are considered.

Operating conditions, etc., used for the present uncertainty evaluation examplel’ are
given in Table 3.3.

Table 3.2 The evaluated Turbine fiscal gas metering station instrumentation.
Measurement Instrument
Turbine meter Not specified.
Prover Not specified.
Flow computer Not specified.
Pressure (gauge), P Rosemount 3051P Reference Class Smart Pressure Transmitter
[Rosemount, 2002a].
Temperature, T Pt 100 element: according to EN 60751 tolerance A [NORSOK, 1998a].
Rosemount 3144 Smart Temperature Transmitter [Rosemount, 2002a].
Density, p Solartron Model 7835 Liquid Density Transducer [Solartron, 2001b].
Table 3.3 Operating conditions for the Turbine meter fiscal oil metering station being evaluated
(example).
Conditions Quantity Value
Operating Line pressure, P (gauge) 18.0 barg
Line temperature, T 65 °C (=338.15K)
Ambient (air) temperature, Tg, 0°C
Base pressure, Pb, 101.325 kPa
Equilibrium vapour pressure, Pe, 101.325 kPa
Proving Line pressure, P (gauge) 18.0 barg
Line temperature, T 65 °C (=338.15K)
Average pressure at Prover inlet and outlet, Py, 18.0 barg
Average temperature at Prover inlet and outlet, Ty, 65 °C (=338.15K)
Densitometer Density, o 776.0 kg/m®
Temperature, Ty 63°C 18

17 As for the USM Handbook [Lunde & Fragysa, 2002], the ambient temperature has been set to 0°C
to achieve a worst-case calculation of ambient temperature effects on the temperature and
pressure transmitters.

18 Temperature deviation between line and densitometer conditions may be as large as 7-8 °C
[Sakariassen, 2001]. A representative value may be about 10 % of the temperature difference

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 29

Pressure, Py (gauge) 17.5 barg

Calibration temperature, T, 20°C

Calibration pressure, P, 1.01325 bar
Turbine meter Number of meter pulses during proving, Mrp 90092
Prover Base volume of Prover 28.646 m
Pressure transmitter Ambient (air) temperature at calibration 20°C
Temperature transm.  Ambient (air) temperature at calibration 20°C

3.1.3 Functional relationship

3.1.3.1 Standard volume flow rate

The measurement of standard volume flow rate using Turbine fiscal oil metering
stations can be described by the functional relationship:

MR

Q= K”‘ [Cn (€ g [y [Ty (3600 [m/h] (3.1)
where

Q standard volume flow rate [m®/h]

MR, pulse counted per second during metering [pulses/min]

K K-Factor [pulses/m®]

Ctim volume correction factor for the effect of temperature on the liquid
during metering (line conditions)

Coim volume correction factor for the effect of pressure on the liquid during
metering (line conditions)

Cism volume correction factor for the effect of temperature on Turbine steel

Cpsm volume correction factor for the effect of pressure on Turbine steel

It is important to notice that the volume correction factors in Egn. (3.1) are not equal
in magnitude to the volume correction factors applied in Section 3.1.3.2, Eqn. (3.4).
The functional relationships are the same, but the conditions will differ from the
values measured during the proving sequence.

Furthermore, the volume correction factors Cim and Cpsm are given in the NORSOK
I-105 standard [NORSOK, 1998b], where it is stated that the *“accuracy” of these

between densitometer and ambient (air) conditions. Here, 2 °C deviation is used as a moderate
example.
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formulas must be evaluated before implementation!®. However, the formulas are not
specified with any traceability, model uncertainty or criteria for evaluation, and hence
it may be interpreted as optional to exclude these corrections from the calculations
(see also Section 3.5.5). According to [Ullebust, 1998] the Cism and Cysm correction
factors are normally omitted when stable operating conditions are achieved during
calibration (proving), and when the conditions during metering do not deviate
significantly from the conditions during calibration. The volume correction factors
Cism and Cpsm are therefore not included in the calculations or evaluations in this
handbook, and if the user decides to use them, their contribution to the combined
uncertainty in standard volume flow rate must be included in the calculations in the
EMU - Turbine Fiscal Oil Metering Station program as a miscellaneous effect. The
functional relationship for the standard volume flow rate to be evaluated in this
document then becomes:

MR
=—"[C
Q K

tim

[T, (3600 [m*/h] (3.2)

By writing the volume correction factors in Eqn. (3.2) directly in terms of their input
quantities, correlation between these input quantities are avoided2. The model
uncertainties of the volume correction factors must be included separately. However,
there will be correlation’s due to the common input quantities T, P, MR, and the
volume correction factors and the standard density that are applied both in the
calculation of the K-factor and Q.

Later in Section 3.8 it will be shown that the uncertainty contribution from the
density at standard conditions on the K-factor is very small (see Section 3.8), and
may therefore in fact be neglected from the uncertainty calculation of the K-factor.
Hence, with a negligible influence on the K-factor uncertainty, the contribution of the
standard density to the covariance term will become even smaller and the standard
density is therefore neither required to be included in the covariance term of the
standard volume flow rate.

The functional relationship for the covariance term for the standard volume flow rate
may then be expressed as:

19 Previously, these volume correction factors were given in the NPD regulations [NPD, 1997], but
have been left out in the regulations that entered into force January 1%, 2002 [NPD, 2001a]. In the
new regulations it is rather in more general ways referred to “recognized standards”, and NORSOK
1-105 is one of the explicitly named “recognized standards”.

20 Eqgn. (3.2) has not been written with all volume correction factors given in terms of input
guantities, as this would become a rather large and complex expression. Computational aids should
be used in order to avoid typing errors.

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations

31

3.1.3.2
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For further details, please refer to the example calculation in Section 3.9.

K-factor

In order to obtain a K-Factor referred to standard conditions, the physical volume of
the Prover and the volume of the liquid in the Prover must be corrected to standard
conditions. This is performed using the steel volume correction factors (Cf. Sections
3.5.3 and 3.5.4) and the liquid volume correction factors (Cf. Sections 3.5.1 and
3.5.2) for the Prover. The number of pulses counted by the Turbine meter also
depends on the volume of the liquid passing through the Turbine meter. Hence, the
liquid volume correction factors?! obtained for the Turbine meter during the proving
sequence must therefore also be applied in order to relate the number of counted
pulses to standard conditions.

Furthermore, the volume correction factor used to correct for temperature effects on
the liquid requires the liquid density at standard conditions. Hence, it is also required
to convert the line density to density standard conditions, which is covered in Section
3.6.

The functional relationship for the K-Factor corrected to standard conditions is given

as.
— MRp |:(Ctsm |:q:’psm )[Qctlm |:q:’plm)

K=
BV |:Qctsp |]:psp )[Qctlp |:q:plp)

3.4)

21 Regarding the steel correction factors for the turbine meter Cf. Section 3.5.5.
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where

K K-factor relating the number of pulses to a given volume [pulses/m°]

MRp number of pulses counted during the proving period [pulses]

BV base volume of Prover [m]

Cisp volume correction factor for the effect of temperature on Prover steel

Cosp volume correction factor for the effect of pressure on Prover steel

Cism volume correction factor for the effect of temperature on Turbine steel

Cpsm volume correction factor for the effect of pressure on Turbine steel

Cip volume correction factor for the effect of temperature on the liquid in
the Prover

Colp volume correction factor for the effect of pressure on the liquid in the
Prover

Cim volume correction factor for the effect of temperature on the liquid in
the Turbine meter

Coim volume correction factor for the effect of pressure on the liquid in the

Turbine meter

As discussed with regards to the functional relationship for the standard volume flow
rate in Sections 3.1.3.1 and 3.5.5, the volume correction factors Cim and Cpsm is not
included in the calculations in this handbook. If the user decides to use them, their
contributions to the combined uncertainty of the K-factor must be included in the
calculations in the EMU - Turbine Fiscal Oil Metering Station program as a
miscellaneous effect.

The functional relationship for the K-factor to be evaluated in this document then
becomes:

MRp |:Qctlm [C plm )

K —Factor = (3.5)
BV tsp [C psp )[ﬂctlp [C plp )

Depending on the MR,/BV value, the uncertainties of the volume correction factors
will be subjected to rather large sensitivity coefficients when calculating the
combined uncertainty of the K-Factor. However, the uncertainties become correlated
since some of the volume correction factors are calculated from the same models
(like e.g. Cup and Cum). In the example calculations presented in Section 3.8 it will be
seen that these covariance terms to a large extent will cancel the uncertainties of the
volume correction factors. Hence, the combined uncertainty decreases when the
covariance terms are included.
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One way to avoid most of the covariance terms due to correlation of the input
quantities is to write all the volume correction factors in terms of input quantities in
the functional relationship in Eqn. (3.4), hence expanding Eqn. (3.4)22. Then only the
correlation of volume correction factor model uncertainties will remain, and an
expression for the covariance term may be established for these correlated model
uncertainties:

0K — Factor E@K - Factor
ocC aC,,

0K —Factor _0K — Factor (3'6)
1 O FCO P P00 0(C ) C ) F(C s i)

[w(C, ) m(C

tim tlp) H-(Ctlm ! Ctlp )
tim

Covariance = 2

pim plp

The correlation coefficient r(Cym,Cup) in Eqn. (3.6) indicates the covariance between
the two volume correction factors and takes values between -1 and 1. It is a parameter
that must be evaluated by means of engineering judgement, and since the models are
equal and the values of the input quantities are almost equal in magnitude and
uncertainty, r(Cum,Cup) may be considered to unity for both the Cpm and Cy, terms.

In addition to the uncertainties due to MR, BV and the volume correction factors,
uncertainty due to linearity and repeatability of the turbine meter must be included in
the combined uncertainty of the K-factor. The NPD regulations [NPD, 2001a] set
definite requirements to the repeatability and linearity of the turbine meter
measurements.

Repeatability is defined in the VIM [ISO, 1993] as “the precision under repeatability
conditions”, and repeatability conditions are “where independent test results are
obtained with the same method on identical test items in the same laboratory by the
same operator using the same equipment within short intervals of time”. The NPD
regulations [NPD, 2001a] (88) requires that the repeatability of the turbine meter
shall be less than 0.04% (band) in the working range (10:1) during Factory
Acceptance Tests (FAT). When calibrated with a prover, 5 consequent single
calibrations shall be within a band of 0.05 % of average calibration factor (825). See
the NPD regulations [NPD, 2001a] for more details.

Linearity is defined by NPD [2001a] as “the deviation between a calibration curve for
a device and a straight line”. The NPD regulation requires that the linearity of turbine
meters shall not exceed 0.50% in the working range (10:1), and in the reduced

22 Eqn. (3.1) has not been written with all volume correction factors given in terms of input
guantities, as this would become a rather large and complex expression. Computational aids should
be used in order to avoid typing errors.
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working range (5:1) where the turbine will be mainly operated, the linearity error
shall not exceed 0.25%.

Meter
factor
Pulses per
unit volume

Flow range at designated linearity, Application A

-0,

I F

Linearity B

| Flow range at désignated linearity

Linearity A

Application B

Increase we=———————e Decrease
Decrease e ———————ee |ncrease

Flow rate or Reynolds number

Figure 3.2 Linearity of the K-factor. The term linearity regarding turbine meters and K-Factors
are defined in API MPMS Chapter 5 [API, 1987].

Figure 3.2 shows how to calculate the linearity of the K-Factor. A straight line is
placed at the average of all the K-Factors, and the deviation from this straight line is
calculated for each test point to find the deviation from the straight line. The largest
deviation of the test points then becomes the uncertainty due to linearity.

The uncertainties due to the repeatability and the linearity are given as relative
expanded uncertainties referred to the average K-Factor. These expanded
uncertainties must therefore be converted to standard uncertainties before they are
applied in the uncertainty calculations. This means that the (average) K-Factor must
be known prior to the uncertainty evaluation. To convert these relative expanded
uncertainties to standard uncertainties, normal distributions with 95% confidence
level shall be used.

The sensitivity coefficients for the K-factor are derived by partial differentiating the
expression in Eqgn. (3.4) with respect to the individual input quantities. If as suggested
here the correction factors are written directly in terms of input quantities to avoid
covariance terms, this will cause the calculation of the sensitivity coefficients of the
input quantities of Eqn. (3.4) to become rather large. The partial differentiations must
therefore be accomplished using computational aids. This approach has been selected
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3.2

by CMR in this handbook, and also forms the basis of the calculations implemented
in the EMU - Turbine fiscal oil metering station program (see Chapter 4).

More details regarding the volume correction factors, Cjjj, are given in Section 3.5,
while example uncertainty calculations of the uncertainty due to the flow calibration
(Proving to determine the K-factor) and the combined expanded uncertainty in
standard volume flow rate is covered in Sections 3.8 and 3.9, respectively.

Line temperature measurement

As described in Section 1.4, the uncertainty of the temperature transmitter can in the
program EMU - Turbine Fiscal Oil Metering Station be specified at two levels (cf.
also Chapter 4):

(1) “Overall level”: The user gives uc('f) directly as input to the program. It is left
to the user to calculate and document uc('f) first. This option is completely

general, and covers any method of obtaining the uncertainty of the liquid
temperature measurement.

(2) “Detailed level”: uc('f) is calculated in the program from more basic input

uncertainties for the temperature element / transmitter provided by the instrument
manufacturer and calibration laboratory

The following discussion concerns the “Detailed level”. As for the pressure
measurement, it has been found convenient to base the user input to the program on
the type of data that are typically specified for common temperature transmitters used
in North Sea fiscal metering stations.

The temperature loop considered here consists of a Pt 100 or 4-wire RTD element
and a smart temperature transmitter, installed either as two separate devices, or as one
unit [NORSOK, 1998a; 85.2.3.5]. The Pt 100 temperature element is required as a
minimum to be in accordance with EN 60751 tolerance A [EN, 1995]. By
[NORSOK, 1998a; 85.2.3.5], the temperature transmitter and the Pt 100 element shall
be calibrated as one system. A 3-wire temperature element may be used if the
temperature element and transmitter are installed as one unit, where the Pt 100
element is screwed directly into the transmitter.
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The signal is transferred from the temperature transmitter using a HART protocol, i.e.
the “digital accuracy” is used.

The temperature transmitter chosen by NFOGM, NPD and CMR to be used in the
present Handbook for the example uncertainty evaluation of Chapter 4 is the
Rosemount 3144 Smart Temperature Transmitter [Rosemount, 2001], cf. Table 3.2
and Figure 3.3. The Rosemount 3144 transmitter is widely used in the North Sea
when upgrading existing fiscal oil metering stations and when designing new
metering stations. This transmitter is also chosen for the layout of the temperature
transmitter user input to the program EMU - Turbine Fiscal Oil Metering Station.

Figure 3.3 The Rosemount 3244 Temperature Transmitter (example). /7 2000 Rosemount Inc.
Used by permission [Rosemount, 2002b].

Figure 3.3 shows a typical temperature transmitter with an integrated Pt-100
temperature element. However, the temperature transmitter is often installed remote
from the Pt-100 temperature element with a 4-wire cable between the transmitter and
the element.

The measurement principle and functional relationship of RTDs is described e.g. in
[ISO/CD 15970, 1999]. However, as the element/transmitter is calibrated and given a
specific “accuracy” in the calibration data sheet, no functional relationship is actually
used here for calculation of the uncertainty of the temperature measurements. The
functional relationship is only internal to the temperature element/transmitter, and the
uncertainty due to the functional relationship is included in the calibrated “accuracy”
of the element/transmitter.
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3.2.1  Functional relationship

The combined standard uncertainty of the temperature measurement, uc('f ), can be

given as input to the program EMU - Turbine Fiscal Oil Metering Station at two

levels: “Overall level” and “Detailed level”, cf. Section 1.4.

As the “Overall level” is straightforward, only the “Detailed level” is discussed in the
following. The uncertainty model for the temperature element/transmitter is quite

general, and applies to e.g. the Rosemount 3144 Temperature Transmitter used with a
Pt 100 element, and similar transmitters.

At the “Detailed level”, uc(f ) may be given as23

ucz(T ) = uz(Telem,transm )+ uz(Tstab,transm )+ u2(TRFI )+ uz(Ttemp )+ uz(Tstab,elem )

+u?(T

vinbration

)+u(T

)0 (Fa ) +02(F) 37)

power cable

where [Rosemount, 2001]:

u('f

elem transm )

u ( Tstab Jtransm )

U(Ter ) =

u(T,

emp )

u(Tstab,elem ) =

standard uncertainty of the temperature element and
temperature transmitter, calibrated as a unit.

standard uncertainty of the stability of the temperature
transmitter, with respect to drift in the readings over time.

standard uncertainty due to radio-frequency interference
(RF1) effects on the temperature transmitter.

standard uncertainty of the effect of temperature on the
temperature transmitter, for change of gas temperature
relative to the temperature at calibration.

standard uncertainty of the stability of the Pt 100 4-wire RTD
temperature element. Instability may relate e.g. to drift
during operation, as well as instability and hysteresis effects
due to oxidation and moisture inside the encapsulation, and
mechanical stress during operation.

23 In accordance with common company practice [Dahl et al., 1999], [Ref Group, 2001], the
sensitivity coefficients have been assumed to be equal to 1 throughout Eqn. (3.12). Note that this
is a simplified approach. An alternative and more correct approach would have been to start
from the full functional relationship of the temperature measurement, and derive the uncertainty
model according to the recommendations of the GUM [ISO, 1995a].
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u('IA'vibraﬁon) =  standard uncertainty due to vibration effects on the
temperature transmitter.
u('fpowe,) = standard uncertainty due to power supply effects on the
temperature transmitter.
u('fcab,e) = standard uncertainty of lead resistance effects on the
temperature transmitter.
u(fmisc) = standard uncertainty of other (miscellaneous) effects on the
temperature transmitter.
uc('f) needs to be traceable to national and international standards. It is left to the
calibration laboratory and the manufacturer to specify u(:l;elem,transm ), u(fstab’transm),
l'I(TRFI )’ u(Ttemp )’ u(Tstab,elem )’ u(Tvibration )’ u(Tpower ) and u(Tcable )’ and document
their traceability.
As an example, the uncertainty of the Rosemount 3144 temperature transmitter used
with a Pt 100 element is evaluated in Section 3.2.2.
3.2.2 Example uncertainty evaluation

The combined standard uncertainty of the temperature measurement, uc(f ), is given

by Egn. (3.7). This expression is evaluated in the following.

Performance specifications for the Rosemount Model 3144 Smart Temperature
Transmitter and the Pt 100 4-wire RTD element are given in Table 3.424, as specified
in the data sheet [Rosemount, 2001], etc.

The contributions to the combined standard uncertainty of the temperature
measurement are described in the following.

24 Note that the expanded uncertainties given in the transmitter data sheet [Rosemount, 2001] are

specified at a 99 % confidence level (k = 3).
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Table 3.4 Performance specifications of the Rosemount Model 3144 Temperature Transmitter
[Rosemount, 2001] and the Pt 100 4-wire RTD element, used as input to the
uncertainty calculations given in Table 3.5.

Quantity or Source Value or Expanded Coverage  Reference
uncertainty factor, k
Calibration ambient temperature (air 0 - Calibration
P (air) 20°C certificate (NA)
Time between calibrations 12 months - Example
Transmitter/element uncertainty “Digital accuracy”: 0.10 °C 3 [Rosemount, 2001]
(not calibrated as a unit), U( T, von )~ “D/A accuracy™ +0.02%of 3
span.
Transmitter/element uncertainty NA Calti_llz_ratiton "
(calibrated as a unit), U(T,.., canm ) NA certificate (NA)
Stability - temperature transmitter, 0.1 % of reading or 0.1 °C, 3 [Rosemount, 2001]
u(T ) whichever is greater, for 24
stab transm months.
RFI effects - transmitter, U(T.., ) Worst case, with unshielded 3 [Rosemount, 2001]
RF' cable: equivalent to the
transmitter “accuracy”.
Ambient temperature effects - “Digital accuracy”: 0.0015°C 3 [Rosemount, 2001]
~ [¢]
transmitter, U(T,,, ) per 1°C.
D/A effect: 0.001 % of span, 3
per 1°C.
Stability - temperature element, - [BIPM, 1997]
- 0.050 °C
U (Tslab,elem )
Vibration effects, U(T,,....) Negligible (tested to given 3 [Rosemount, 2001]
ereten specifications with no effect
on performance).
Power Supp|y effects, U ('f wer ) Negllglble (Iess than £0.005 3 [Rosemount, 2001]
’ % of span per volt).

pendent on lead resistance).

1. Transmitter/element uncertainty (calibrated as a unit), U('IA'e ): The

temperature element and the temperature transmitter are calibrated as a unit
[NORSOK, 1998a].

lem transm

If the expanded uncertainty specified in the calibration certificate is used for the
uncertainty evaluation, the transmitter/element uncertainty (calibrated as a unit)
will include the uncertainty of the temperature calibration laboratory (to be
traceable to international standards). The confidence level of the reported
expanded uncertainty is to be specified. When first recording the characteristics
of the temperature element and then loading this characteristic into the
transmitter prior to the final calibration, the uncertainty due to the element can be
minimised [Fimas, 1999].
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Alternatively, if the calibration laboratory states that the transmitter/element
uncertainty (calibrated as a unit, and including the calibration laboratory
uncertainty) is within the “accuracy” given in the manufacturer data sheet
[Rosemount, 2001], one may - as a conservative approach - use the latter
uncertainty value in the calculations. This approach is used here.

The “accuracy” of the 3144 temperature transmitter used together with a Pt 100
4-wire RTD element is tabulated in the data sheet [Rosemount, 2001, Table 2].
The output signal is accessed using a HART protocol, i.e. only the “digital
accuracy” is used here (cf. Table 3.4). The expanded uncertainty is then given as
0.10 °C at a 99 % confidence level (k = 3, cf. Section B.3). That is, u(f

=U(T )/3 =0.10°C/3=0.033°C %.

elem transm )

elem transm

Stability - temperature transmitter, u(fstab’transm): The stability of the

temperature transmitter represents a drift in the readings with time. This
contribution is zero at the time of calibration, and is specified as a maximum
value at a given time.

For use in combination with RTD elements, the stability of the 3144 temperature
transmitter is given in the manufacturer data sheet [Rosemount, 2001] as 0.1 %
of reading (measured value), or 0.1 °C, whichever is greater for 24 months, cf.
Table 3.4. The time dependency is not necessarily linear. However, for
simplicity, a linear time dependency is assumed here26,

The wvalue “0.1 % of reading for 24 months” corresponds to
[(273+65) [0.001] °C =0.338°C. As this is greater than 0.1 °C, this

uncertainty value is used. Consequently, if the transmitter is calibrated every 12
months, the uncertainty given in the data sheet due to stability effects is divided
by 24 and multiplied with 12. That is, (T ransm ) =Y (Tap transm )/3

=[(273+65) [0.001[{12/24)] °C /3 = 0.1690 °C /3= 0.056 °C .

25

26

The manufacturer's uncertainty specification is used here, for temperature element and
transmitter combined. By calibration of the element and transmitter in an accredited calibration
laboratory, the element/transmitter uncertainty may be significantly reduced. As an example, the
calibration certificate specification for the element/transmitter’s expanded uncertainty
U(Teemuransm ) May be 0.03 °C, at a 95 % confidence level (k = 2) [Eide, 2001a], corresponding to

0.015 °C for the standard uncertainty.

In a worst case scenario, the uncertainty due to stability may be used directly without using the
time division specified.
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3. REFI effects - temperature transmitter, u('IA'RFI ): Radio-frequency interference,

effects (RFI) may cause a worst case uncertainty equivalent to the transmitter’s
nominal uncertainty, when used with an unshielded cable [Rosemount, 2001].
For fiscal metering stations all cables are shielded, i.e. the RFI effects should be
less than the worst case specified in the data sheet. Nevertheless, RFI effects
(and also effects due to bad instrument earth) may cause additional uncertainty to
the temperature measurement that is hard to quantify.

It is time consuming to predict or measure the actual RFI effects at the metering
station, and difficult to evaluate correctly the influence on the temperature
measurement.

It is therefore recommended to use the worst case uncertainty specified in the
data sheet for the uncertainty due to RFI effects. For the “digital acuracy” of the

3144 transmitter, the expanded uncertainty is specified to be 0.10 °C, cf. Table
3.4. Thatis, U(Ta ) =U(Tee )/3=0.10°C/3=0.033°C.

4. Ambient temperature effects - temperature transmitter, u('IA'temp): The

Rosemount 3144 temperature transmitters are individually characterised for the
ambient temperature range -40 °C to 85 °C , and automatically compensate for
change in ambient temperature [Rosemount, 2001].

Some uncertainty still arises due to the change in ambient temperature. This
uncertainty is tabulated in the data sheet as a function of changes in the ambient
temperature (in operation) from the ambient temperature when the transmitter
was calibrated, cf. Table 3.4

The ambient temperature uncertainty for Rosemount 3144 temperature
transmitters used together with Pt-100 4-wire RTDs is given in the data sheet as
0.0015 °C per 1 °C change in ambient temperature relative to the calibration
ambient temperature (the “digital accuracy”).

Consequently, for a possible “worst case” ambient North Sea temperature taken
as 0 °C, and a calibration temperature equal to 20 °C, i.e. a max. temperature
change of 20 °C, one obtains u(T,,, ) =U(T,, )/3

=0.0015 [20 °C/3=0.03°C/3=0.01°C.

5. Stability - temperature element, U(fstab,emm ): The Pt-100 4-wire RTD element

will cause uncertainty to the temperature measurement due to drift during
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operation. Oxidation, moisture inside the encapsulation and mechanical stress
during operation may cause instability and hysteresis effects [EN 60751, 1995],
[BIPM, 1997].

BIPM [BIPM, 1997] has performed several tests of the stability of temperature
elements which shows that this uncertainty is typically of the order of 0.050 °C,
cf. Table 3.4. The confidence level of this expanded uncertainty is not given,

however, and a 95 % confidence level and a normal probability distribution is
assumed here (k = 2, cf. Section 2.3). That is, U(Typeen) = U(Tuayeem )/2 =

0.050 °C /2 =0.025 °C.

Vibration effects - temperature transmitter, u('fvibration): According to the

manufacturer data sheet [Rosemount, 2001], "transmitters are tested to the
following specifications with no effect on performance: 0.21 mm peak
displacement for 10-60 Hz; 3g acceleration for 60-2000 Hz". Moreover, in
communication with the manufacturer [Rosemount, 1999] and a calibration
laboratory [Fimas, 1999], and considering that the vibration level at fiscal
metering stations shall be very low (and according to recognised standards), the
uncertainty due to vibration effects may be neglected.

Hence, in the program EMU - Turbine Fiscal Oil Metering Station, the
uncertainty due to vibration effects is neglected for the Rosemount 3144
temperature transmitter, u(T )=0.

vibration

Power supply effects - temperature transmitter, u('f . The power supply

power ) -
effect is quantified in the manufacturer data sheet [Rosemount, 2001] as being
less than 0.005 % of span per volt. According to the supplier [Rosemount, 1999]
this uncertainty is specified to indicate that the uncertainty due to power supply
effects is negligible for the 3144 transmitter, which was not always the case for
the older transmitters [Dahl et al., 1999].

Hence, in the program EMU - Turbine Fiscal Oil Metering Station, the
uncertainty due to power supply effects is neglected for the Rosemount 3144
temperature transmitter, u(T )=0.

power

Sensor lead resistance effects - temperature transmitter, u(f ): According

cable
to the manufacturer data sheet for the 3144 transmitter [Rosemount, 1998], the
error due to lead resistance effects is "none™ (independent of lead resistance) for
4-wire RTDs. 4-wire RTDs are normally used in fiscal metering stations.
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Hence, in the program EMU - Turbine Fiscal Oil Metering Station, the
uncertainty due to lead resistance effects is neglected for the 3144 transmitter:

u(f )=0.

cable

A sample uncertainty budget is given in Table 4.8 for evaluation of the expanded
uncertainty of the temperature measurement according to Eqn. (3.12). The figures
used for the input uncertainties are those given in the discussion above.

Table 3.5 Sample uncertainty budget for the temperature measurement using the Rosemount
Model 3144 Temperature Transmitter [Rosemount, 2000] with a Pt 100 4-wire RTD
element, calculated according to Eqn. (3.7).

Input uncertainty Combined uncertainty
Source Given Conf. level | Cov. Standard Sens. Variance
uncertainty & fact., | uncertainty | coeff.
Distribut. k
Transmitter/element 0.10°C 99 % (norm) | 3 0.0333°C 1 1.1110° °c?
uncertainty
Stability, transmitter 0.169 °C 99 % (norm) 0.0564 °C 1 3.18M0° °C?
RFI effects 0.10°C 99 % (norm) 0.0333°C 1 1.11010° °C?
Ambient temperature | 0.030 °C 99 % (norm) 0.010°C 1 1.0010* °C?
effects, transmitter
Stability, element 0.050 °C 95 % (norm) | 2 0.025°C 1 6.25M10™ °C?
Sum of variances uz(T) 6.12010° °C?
Combined standard uncertainty u (T) 0.0783°C
Expanded uncertainty (95 % confidence level, k = 2) U(f ) 0.1565 °C
Operating temperature T 65 °C (=338 K)
Relative expanded uncertainty (95 % confidence level) U(f ) /-[- 0.0463 %

It is seen from Table 3.5 that the calculated expanded and relative expanded
uncertainties (specified at 95 % confidence level and a normal probability
distribution, with k = 2, cf. Section 2.3) are 0.16 °C and 0.05 %, respectively. Hence,
the uncertainty of the temperature measurement is within the NPD requirement
[NPD, 2001a] of an expanded uncertainty of 0.30 °C (see Table 3.1).
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3.3 Line pressure measurement (static, gauge)

As described in Section 1.4, the uncertainty of the gauge pressure transmitter can in
the program EMU - Turbine Fiscal Oil Metering Station be specified at two levels
(cf. also Chapter 5):

(1) “Overall level”: The user gives uc(l5) directly as input to the program. It is
left to the user to calculate and document uc(ls) first. This option is completely

general, and covers any method of obtaining the uncertainty of the pressure
measurement.

(2) “Detailed level”: uC(IE’) is calculated in the program, from more basic input

uncertainties for the pressure transmitter, provided by the instrument
manufacturer and calibration laboratory.

The following discussion concerns the “Detailed level”. It has been found convenient
to base the user input to the program on the type of data which are typically specified
for common pressure transmitters used in North Sea fiscal metering stations.

The example pressure transmitter chosen by NFOGM, NPD and CMR to be used in
the present Handbook for the uncertainty evaluation example of Chapter 4 is the
Rosemount 3051P Reference Class Pressure Transmitter [Rosemount, 2002a], cf.
Table 2.4 and Figure 3.4. This transmitter is also chosen for the layout of the pressure
transmitter user input to the program EMU - Turbine Fiscal Oil Metering Station.
The Rosemount 3051P is a widely used pressure transmitter when upgrading existing
North Sea fiscal gas metering stations and when designing new metering stations.
The pressure transmitter output is normally the overpressure (gauge pressure), i.e. the
pressure relative to the atmospheric pressure [barg].

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 45

331

Figure 3.4 The Rosemount 3051S Reference Class Pressure Transmitter (example). /7 2000
Rosemount Inc. Used by permission [Rosemount, 2002b].

Measurement principles of gauge pressure sensors and transmitters are described e.g.
in [ISO/CD 15970, 1999]. However, as the transmitter is calibrated and given a
specific “accuracy” in the calibration data sheet, no functional relationship is actually
used here for calculation of the uncertainty of the pressure measurements. The
functional relationship is only internal to the pressure transmitter, and the uncertainty
due to the functional relationship is included in the calibrated “accuracy” of the
transmitter.

Functional relationship

As the “Overall level” is straightforward, only the “Detailed level” is discussed in the
following. The uncertainty model for the pressure transmitter is quite general, and
applies to e.g. the Rosemount 3051P Pressure Transmitter, and similar transmitters.

At the “Detailed level”, u,( I5) may be given as?’

ucz( P) = u2( I:)transmitter )+U2( I:)stability )+U2( I:)RFI )+U2( I:)temp )

A . - . 3.8
+u2(Patm)+u2(Pvibration)+u2(Ppower)+u2(Pmisc) ( )

21 Here, the sensitivity coefficients have been assumed to be equal to 1 throughout Eqn. (3.11), as a

simplified approach, and in accordance with common company practice [Dahl et al., 1999], [Ref
Group, 2001]. An alternative and more correct approach would have been to start from the
functional relationship of the pressure measurement, and derive the uncertainty model according
to the recommendations of the GUM [ISO, 1995a].
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where [Rosemount, 2002a]:

u(Pp,

ransmitter ) =

u( lsstability ) =

e
—~
0
@

3
°
~—
]

U( I:)vibration ) =

A

u(P,

power )

A

U( misc) =

standard uncertainty of the pressure transmitter, including
hysteresis, terminal-based linearity, repeatability and the
standard uncertainty of the pressure calibration laboratory.

standard uncertainty of the stability of the pressure
transmitter, with respect to drift in readings over time.

standard uncertainty due to radio-frequency interference
(RF1) effects on the pressure transmitter.

standard uncertainty of the effect of ambient gas temperature
on the pressure transmitter, for change of ambient
temperature relative to the temperature at calibration.

standard uncertainty of the atmospheric pressure, relative to 1
atm. = 1.01325 bar, due to local meteorological effects.

standard uncertainty due to vibration effects on the pressure
measurement.

standard uncertainty due to power supply effects on the
pressure transmitter.

standard uncertainty due to other (miscellaneous) effects on
the pressure transmitter, such as mounting effects, etc.

u(IE’)needs to be traceable to national and international standards. It is left to the

calibration laboratory and the manufacturer to specify u(IStransmitter ), u( Isstabimy),

U( I,:\)temp )! U( I,:\)RFI )! U( I,:\)vibration ) and U( l,:\)

), and document their traceability.

power

As an example, the uncertainty of the Rosemount 3051P pressure transmitter is
evaluated in Section 3.3.2.

3.3.2  Example uncertainty evaluation

The combined standard uncertainty of the gauge pressure measurement, uc(l5), IS

given by Eqn. (3.8). This expression is evaluated in the following.
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Performance specifications for the Rosemount Model 3051P Reference Class
Pressure Transmitter are given in Table 3.628, as specified in the data sheet

[Rosemount, 2002a], etc.

The contributions to the combined standard uncertainty of the pressure measurement
are described in the following.

Table 3.6 Performance specifications of the Rosemount Model 3051P Reference Class Pressure
Transmitter [Rosemount, 2002a], used as input to the uncertainty calculations in Table 3.7.
Quantity or Source Value or Expanded Coverage  Reference
uncertainty factor, k
Calibration ambient temperature (air) 20 °C - Calibration
certificate, (NA)
Time between calibrations 12 months - Example
Span (calibrated) 20 bar - Calibration
certificate, (NA)
URL (upper range limit) 20.6 barg - [Rosemount,
2002a]
Transmitter uncertainty, U(P,,_ )  0.05% of span 3 [Rosemount,
2002a]
Stability, U(P,,.. ) 0.125 % of URL for 5 years 3 [Rosemount,
= for 28 °C temperature changes 2002a]
RFI effects, U(P,., ) 0.1 % of span from 20 to 1000 3 [Rosemount,
o MHz and for field strength up 20024]
to 30 V/m.
Ambient temperature effects (air), (0.006% URL + 0.03% span) 3 [Rosemount,
U( ﬁ:temp ) per 28°C 2002a]
Vibration effects, U(P,, . ) Negligible (except at 3 [Rosemount,
resonance frequencies, see 2002a]
text below).
Power Supp|y effects, U( |5 or ) Negllglble (Iess than £0.005 3 [Rosemount,
’ % of calibrated span per volt). 20024]
Mounting position effect Negligible (influence onlyon 3 [Dahl et al.,
differential pressure 1999]
measurement, not static
pressure measurement)
Static pressure effect Negligible (influence onlyon 3 [Dahl et al.,
differential pressure 1999]

measurement, not static
pressure measurement)

28

Note that the expanded uncertainties given in the transmitter data sheet [Rosemount, 2002a] are
specified at a 99 % confidence level (k = 3).
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1.

. If the expanded uncertainty

Pressure transmitter uncertainty, U(I5transmitter ):
specified in the calibration certificate is used for the uncertainty evaluation, the
transmitter uncertainty is to include the uncertainty of the temperature calibration
laboratory (which shall be traceable to international standards). The confidence
level and the probability distribution of the reported expanded uncertainty shall

be specified.

Alternatively, if the calibration laboratory states that the transmitter uncertainty
(including the calibration laboratory uncertainty) is within the “reference
accuracy” given in the manufacturer data sheet [Rosemount, 2002a], one may -
as a conservative approach - use the latter uncertainty value in the calculations.
This approach is used here.

The *“reference accuracy” of the 3051P pressure transmitter accounts for
hysteresis, terminal-based linearity and repeatability, and is given in the
manufacturer data sheet as 0.05 % of span at a 99 % confidence level (cf. Table
3.6), i.e. with k = 3 (Section 2.3). It is assumed here that this figure refers to the
calibrated span. As an example, the calibrated span is here taken to be 20.6 - 0.6
barg, i.e. 20 bar (Table 3.6), giving u( ﬁ,ansmmer ) = U( ﬁ,ansmmer )/3 =
[20.0005] bar /3 = [200.0005] bar /3 = 0.01bar /3 = 0.0033bar 2.

Stability - pressure transmitter, u(ﬁ’stabi,ity): The stability of the pressure

transmitter represents a drift (increasing/decreasing offset) in the readings with
time. This contribution is zero at the time of calibration, and is specified as a
maximum value at a given time.

The stability of the 3051P pressure transmitter is given in the manufacturer data
sheet [Rosemount, 2002a] as 0.125 % of URL for 5 years for maximum 28 °C
temperature changes (Table 3.6).

The time dependency of the stability uncertainty is not necessarily linear.
However, for simplicity, a linear time dependency has been assumed here3°,

29

30

The manufacturer's uncertainty specification is used here. By calibration of the pressure
transmitter in an accredited calibration laboratory, the transmitter uncertainty may be further
reduced. An example of a calibration certificate specification for the expanded uncertainty

U(ﬁ,ansmmer) may be in the range 0.018-0.022 bar, at a 95 % confidence level (k = 2) [Eide,

2001a], i.e. 0.009-0.011 bar for the standard uncertainty. This includes linearity, hysteresis,
repeatability, reading uncertainty, and reference instruments uncertainty.

In a worst case scenario, the uncertainty due to stability may be used directly without using the
time division specified.

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 49

The confidence level is specified to be 99 % with a normal probability
distribution (k = 2, cf. Section 2.3). Consequently, if the transmitter is calibrated
every 12 months, the uncertainty due to stability effects becomes,
U(Pyasity) =U (Pyasiiy ) /3 =[20.6[0.00125{L/5)| bar/3 = 0.00515 bar / 3 =

0.0017 bar.

3. RFI effects - pressure transmitter, u(I5RFI ): Radio-frequency interference,
effects (RFI) is given in the manufacturer data sheet [Rosemount, 2002a] as 0.1
% of span for frequencies from 20 to 1000 MHz, and for field strength up to 30
V/m, cf. Table 3.6.

It is noted that the specified RFI uncertainty is actually twice as large as the
uncertainty of the transmitter itself. In practice, this uncertainty contribution may
be difficult to evaluate, and the RFI electric field at the actual metering station
should be measured in order to document the actual electric field at the pressure
transmitter. 1.e. the RFI electric field must be documented in order to evaluate if,
and to what extent, the uncertainty due to RFI effects may be reduced.

However, as long as the RFI electric field at the pressure transmitter is not
documented by measurement, the uncertainty due to RFI effects must be
included in the uncertainty evaluation as given in the data sheet. Consequently,
U(Pagy) =U (Pagy )/3 =[200.001] bar /3 = 0.02bar /3 = 0.0067 bar .

4. Ambient temperature effects - pressure transmitter, u(IE>temp ): The ambient

temperature effect on the Rosemount 3051P pressure transmitter is given in the
manufacturer data sheet [Rosemount, 2002a] as (0.006 % URL + 0.03 % span)
per 28 °C temperature change, cf. Table 3.6. The temperature change referred to
is the change in ambient temperature relative to the ambient temperature at
calibration (to be specified in the calibration certificate).

Consequently, for a possible “worst case” example of ambient North Sea
temperature taken as 0 °C (Table 3.3), and a calibration temperature equal to 20
°C (Table 3.6), i.e. a max. temperature change of 20 °C, one obtains
U( Py ) =U(Pey )/3 =|(20.60.006 + 20 .03) 102 [{20/28) bar /3

=0.0017 bar .

emp
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Atmospheric pressure, u( I5a

m ). The Rosemount 3051P pressure transmitter is
here used for gauge pressure measurements, where it measures the excess
pressure relative to the atmospheric pressure. Uncertainty due to atmospheric

pressure variations is therefore not of relevance here. l.e. u(P,,, ) =0.

For absolute pressure measurements, an additional uncertainty needs to be
included due to day-by-day atmospheric pressure variations, see Section 5.3.2 for
a discussion.

Vibration effects - pressure transmitter, u(ﬁ’vibmtion): According to the

manufacturer data sheet [Rosemount, 2002a], "measurement effect due to
vibrations is negligible except at resonance frequencies. When at resonance
frequencies, vibration effect is less than 0.1 % of URL per g when tested from 15
to 2000 Hz in any axis relative to pipe-mounted process conditions™ (Table 3.6).
Based on communication with the manufacturer [Rosemount, 1999] and a
calibration laboratory [Fimas, 1999], the vibration level at fiscal metering
stations is considered to be very low (and according to recognised standards).
Hence, the uncertainty due to vibration effects may be neglected.

In the program EMU - Turbine Fiscal Oil Metering Station, the uncertainty due
to vibration effects is neglected for the 3051P transmitter: u( P, )=0.

ibration

Power supply effects - pressure transmitter, u(ﬁ’powe,): The power supply

effect is quantified in the manufacturer data sheet [Rosemount, 2002a] as less
than £0.005 % of the calibrated span per volt (Table 3.6). According to the
supplier [Rosemount, 1999] this uncertainty is specified to indicate that the
uncertainty due to power supply effects is negligible for the 3051P transmitter,
which was not always the case for the older transmitters [Dahl et al., 1999].

Hence, in the program, the uncertainty due to power supply effects is neglected
for the 3051P transmitter: u(P,,,.. )=0.

power
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8. Static pressure effect - pressure transmitter: The static pressure effect
[Rosemount, 2002a] will only influence on a differential pressure transmitter,
and not on static pressure measurements while the static pressure transmitter
actually measure this static pressure [Dahl et al., 1999]31.

a) Zero effect
The zero effect is given in the data sheet as 0.05% of URL per 69 barg
(1,000 psi). However, the zero pressure effect is easily removed by a
zero calibration, and may therefore be neglected for both the static and
the differential pressure transmitter.

b) Span effect
The Span effect is given in the data sheet as 0.10% of reading per 69
barg (1,000 psi) and applies only to the differential pressure transmitter.
l.e., this uncertainty must be included in the uncertainty evaluation of
the 3051P differential pressure transmitter.

9. Mounting position effects - pressure transmitter: The mounting position effect
[Rosemount, 2002a] will only influence on a differential pressure transmitter,
and not on static pressure measurements, as considered here [Dahl et al., 1999]32.

A sample uncertainty budget is given in Table 3.7 for evaluation of the expanded
uncertainty of the pressure measurement according to Eqn. (3.8). The figures used for
the input uncertainties are those given in the discussion above.

31 The static pressure effect influencing on 3051P differential pressure transmitters consists of (a)

the zero error, and (b) the span error [Rosemount, 2002a]. The zero error is given in the data
sheet [Rosemount, 2002a] as £0.04 % of URL per 69 barg. The zero error can be calibrated out at

line pressure. The span error is given in the data sheet [Rosemount, 2002a] as +0.10 % of reading
per 69 barg.

32 Mounting position effects are due to the construction of the 3051P differential pressure

transmitter with oil filled chambers [Dahl et al., 1999]. These may influence the measurement if
the transmitter is not properly mounted. The mounting position error is specified in the data sheet
[Rosemount, 2002a] as “zero shifts up to £1.25 inH,O (0.31 kPa = 0.0031 bar), which can be
calibrated out. No span effect”.
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Table 3.7 Sample uncertainty budget for the measurement of the static gauge pressure using the
Rosemount Model 3051P Pressure Transmitter [Rosemount, 2002a], calculated
according to Eqgn. (3.8).
Input uncertainty Combined uncertainty
Source Given Conf. level | Cov. Standard Sens. Variance
uncertainty & fact., | uncertainty | coeff.
Distribut. k
Transmitter uncertainty | 0.01 bar 99 % (norm) | 3 0.0033 bar 1 1.11010° bar?
Stability, transmitter 0.00515 bar | 99 % (norm) | 3 0.0017 bar 1 2.9510° bar?
RFI effects 0.020 bar 99 % (norm) | 3 0.0067 bar 1 4.44 10° bar®
Ambient temperature | 0.052 bar 99 % (norm) | 3 0.0017 bar 1 2.97010° bar?
effects, transmitter
Sum of variances uZ(P) 6.1510" bar?
Combined standard uncertainty u,(P) 0.0078 bar
Expanded uncertainty (95 % confidence level, k = 2) U( ﬁ;) 0.0157 bar
Operating pressure p 18 barg
Relative expanded uncertainty (95 % confidence level) U( |5)/|E> 0.1311 %
It is seen from Table 3.7 that the calculated expanded and relative expanded
uncertainties (specified at 95 % confidence level and a normal probability
distribution, with k = 2, cf. Section 2.3) are 0.024 bar and 0.13%, respectively.
Hence, the uncertainty of the gauge pressure measurement is within the NPD
requirement [NPD, 2001a] of a relative expanded uncertainty of 0.30% of measured
value (see Table 3.1).
3.4 Liquid density measurement

As described in Section 1.4, the uncertainty of the density transmitter can in the
program EMU - Turbine Fiscal Oil Metering Station be specified at two levels (cf.
also Chapter 5):

(1) “Overall level”: The user gives u_(0) directly as input to the program. It is left
to the user to calculate and document u_(p) first. This option is completely

general, and covers any method of obtaining the uncertainty of the density
measurement.

(2) “Detailed level”: u (p)is calculated in the program, from more basic input

uncertainties for the density transmitter, provided by the instrument manufacturer
and calibration laboratory.
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The following discussion concerns the “Detailed level”. It has been found convenient
to base the user input to the program on the type of data which are typically specified
for common density transmitters used in North Sea fiscal metering stations.

The example density transmitter chosen by NFOGM, NPD and CMR to be used in
the present Handbook for the uncertainty evaluation example of Chapter 4 is the
Solartron 7835 liquid densitometer [Solartron, 2001b], cf. Table 3.8 and Figure 3.5.
This densitometer is also chosen for the layout of the densitometer user input to the
program EMU - Turbine Fiscal Oil Metering Station. The Solartron 7835 liquid
densitometer is a widely used densitometer when upgrading existing North Sea fiscal
oil metering stations and when designing new stations, and is in this case mounted
on-line, downstream the turbine meter.

It should be noted that the internal temperature measurement in the Solartron 7835
liquid densitometer can not be used for fiscal measurements, as it is not possible to
calibrate the temperature element and transmitter as a separate unit. Separate
dedicated temperature and pressure transmitter must therefore be used for performing
density corrections and calculation of the standard reference density, cf. Sections
3.4.1.2, 3.4.1.3 and 3.6, respectively. In the evaluation example in this Handbook, we
consider a metering station equipped with dedicated temperature and pressure
transmitters in the by-pass loop where the densitometer is located. The evaluation of
these dedicated temperature and pressure transmitters are included in separate
worksheets in the EMU programs (“T-density’” and “P-density”).

However, if the metering station is not equipped with a dedicated pressure and/or
temperature transmitter in the by-pass where the densitometer is located, the line
temperature and/or pressure measurements would have to be used as estimates for the
temperature or pressure at the densitometer. In such a case, an additional uncertainty
contribution to the temperature and pressure estimates needs to be included to
account for the possible deviation in conditions between the by-pass and the line

In practise, these cases are handled in the EMU programs by setting equal
temperatures and/or pressures for the line and densitometer conditions in the “Qil
parameters” worksheet (see Section 4.2) and by making the temperature and/or
pressure uncertainty evaluations equal for the line (the “T” and/or “P”) and the
density (the “T-density”” and/or “P-density’”) worksheets. However, one must include
an additional uncertainty contribution using the miscellaneous option in the “T-
density” and “P-density” worksheets to account for the possible deviations in
conditions between the line and by-pass.
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For example, if one assumes a 4 bar maximum pressure deviation between line and
by-pass, the additional miscellaneous uncertainty contribution could be estimated as
(assuming a rectangular distribution, see Section 2.3, hence k = \/§):

u(ISmiSC) = y\@ =2.31 bar. For a 2 °C maximum temperature deviation between line

and by-pass, the additional miscellaneous uncertainty contribution could be estimated

A

as (assuming a rectangular distribution, hence k = \/§): U(T i) = 2\/5 =1.15 °C.

Figure 3.5 The Solartron 7835 liquid densitometer (example). Published in the Solartron Mobrey
Data Sheet No. B1016usa [Solartron, 2001b]. Used by permission [Solartron, 2002].

Functional relationship

3.4.1.1 General density equation (frequency relationship regression curve)

The Solatron 7835 liquid densitometer [Solartron, 2001a, 2001b] is based on the
vibrating cylinder principle, where the output is the periodic time of the resonance
frequency of the cylinders Hoop vibrational mode. The relation between the density
and the periodic time is obtained through calibration of the densitometer at a given
calibration temperature and pressure using known pure reference liquids.

One known regressions curve relating the periodic time to the density is given as:

p, =Ko +K, T +K, [ (3:9)
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34.1.2

3.4.13

where
D - indicated (uncorrected) density [kg/m®]
Ko, K1, K2 - regression curve constants (given in the calibration certificate)
T - periodic time (inverse of the resonance frequency, output from
the densitometer) [Js]

The calibration constants, Ky, K; and K, are determined at a given calibration
temperature (normally 20 °C) and pressure (normally 1.01325 bara).

The form of the regression curve can vary from manufacturer to manufacturer, and
Eqgn. (3.9) is one example of such a curve. However, note that the form of the
regression curve is not actually used in the densitometer uncertainty model, and that
Ko, K1, Kz are not needed as input to the uncertainty model. The present uncertainty
model is thus independent of the type of regression curve used.

Temperature correction
If the transducer operates at temperatures other than the calibration temperature, a
correction of the calculated density should be made for optimal performance. The
equation for temperature correction uses coefficient data given on the calibration
certificate, and is given as:
Pr =Py [(ﬂ-"' K [ﬂT ~Teal ))+ Ko [ﬂT _Tcal) (3.10)

where

POr - temperature corrected density [kg/m®]

Kis, Kig - constants from the calibration certificate

T - operating temperature [K]

Teal - calibration temperature [K]
Pressure correction
If the transducer operates at pressures other than the calibration pressure, a second
correction for pressure must also be applied, and this correction is performed
according to:

Per = Pr |:G]-"'Kzo [ﬂP_Pcal ))+K21 |:GP_F)caI) (3.11)

where

Joss - pressure (and temperature) corrected density [kg/m?]

Koo, K21 - constants from the calibration certificate

P - operating pressure [bar]

Pcal - calibration pressure [bar]
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The constants, Ky and Ky, are given as a function of the line pressure and the
calibration pressure:

Koo = Kooa +Kypg [GP - Pcal) (3.12)
Ky =Ko +Kyg [GP‘Pcm) .
where
Kaoa, K20, K21a, K218 - constants from the calibration certificate

3.4.1.4 Corrected density
By combining Egs. (3.10) - (3.12), the functional relationship of the corrected density
measurement becomes

IOPT :{pu [(ﬂ."‘ K18 EGT _Tcal ))+ Klg [ﬂT _Tcal}

[(ll+ [KzoA +Koos [ﬂP ~ P )] [ﬂP ~ P )) (3.13)

+[K21A Ko [ﬂP ~ P )] [ﬂP ~ P )
in which both corrections (temperature and pressure) are accounted for in one single
expression.
Note that in Eqgn. (3.13), the indicated (uncorrected) density p, has been used as the
input quantity related to the densitometer reading instead of the periodic time tT. That
has been done since u(p) is the uncertainty specified by the manufacturer, and not
u(7).
Eqgn. (3.13) is a relatively general functional relationship for on-line installed
vibrating element liquid densitometers, which apply to the Solartron 7835 liquid
density transducer, as well as others of this type.

3.4.1.5 Uncertainty model

The relative combined standard uncertainty of the liquid density measurement, E,,
can be given as input to the program “EMU - Turbine Fiscal Oil Metering Station™ at
two levels:

As the “Overall level” is straightforward, only the “Detailed level” is discussed in the
following. The uncertainty model for the densitometer is quite general, and should
apply to any on-line installed vibrating-element densitometer, such as e.g. the
Solartron 7835 liquid densitometer.
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U2 (D) =82 U%(D,) +U? (Bymy) + U (Drepe) + S57, UZ (T,)

+ S;,Pd ucz(Pd) + uz(ﬁtemp) + +u2(ﬁpres) + Uf (lbinst) +u2(lbmisc)

where

u(p,) =

u (i)pres)

uC (ﬁinst) =

(3.14)

standard uncertainty of the indicated (uncorrected) density
estimate, p,, including the calibration laboratory uncertainty,
the reading error during calibration, and hysteresis,

standard uncertainty of the stability of the indicated
(uncorrected) density estimate, P, ,

standard uncertainty of the repeatability of the indicated
(uncorrected) density estimate, 0, ,

standard uncertainty of the temperature estimate in the
densitometer, T, ,

standard uncertainty of the pressure estimate in the
densitometer, P, ,

standard uncertainty of the temperature correction factor for the
density estimate, o (represents the model uncertainty of the
temperature correction model used, Eqgn. (3.11)). The model
uncertainty also includes the uncertainty of the Kj coefficients
and the temperature measurement during the calibration, T¢y.

standard uncertainty of the pressure correction factor for the
density estimate, p (represents the model uncertainty of the
pressure correction model used, Eqgn. (3.12)). The model
uncertainty also includes the uncertainty of the K; coefficients
and the pressure measurement during the calibration, P¢y.

combined standard uncertainty of the temperature and pressure
effect of an on-line installation (by-pass) of the densitometer.
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U(P. ) = standard uncertainty of the indicated (uncorrected) density
estimate, p,, accounting for miscellaneous uncertainty
contributions33, such as due to:

- reading error during measurement (for digital display
instruments)34,

- possible deposits on the vibrating element,

- possible corrosion of the vibrating element,

- mechanical (structural) vibrations on the oil line,

- variations in power supply,

- self-induced heat,

- flow in the bypass density line,

- possible liquid viscosity effects,

The sensitivity coefficients appearing in Egn. (3.14) are defined as:

So, :{(1+ Kig EGT ~Tea ))"' Ko [GT _Tcal}

(L +[Kon + K s P - P P -P.,)) (3.15)

Spr :{pu [Kjg + K19} [(U.+ [KZOA + Koog (]P - Pcal) ] [ﬂP — P )) (3.16)

Spp :{pu [ﬁ(l"' Kis [ﬂT ~Tea ))"' K [ﬂT ~Tea )]}

[ﬂz [KZOB [ﬂp - I:)cal )+ KZOA)+ 2 |:|K21B [ﬂp - I:)(;al )+ K21A (3.17)

u.(©) needs to be traceable to national and international standards. It is left to the
calibration laboratory and the manufacturer to specify u(0, ), U(Dgm): U(Prep )
U( Premp )+ U(Ppres) + U (Dt ) » @nd document their traceability. It is left to the user of
the program EMU - Turbine Fiscal Oil Metering Station to specify and u(0,;. )-

u,(T) are given by Eqn. (3.7) and u_(P) is given by Eqn. (3.8).

33 In accordance with common company practice [Dahl et al., 1999], [Ref Group, 2001], various
“miscellaneous uncertainty contributions” listed in the text have been accounted for in the

uncertainty model (Egn. (3.14) by a “lumped” term, u(p,.. ), With a weight (sensitivity
coefficient) equal to one. Note that this is a simplified approach. An alternative and more
correct approach would have been to start from the full functional relationship of the uncorrected
density measurement p,, Eqgn. (2.23), and derive the influences of such miscellaneous
uncertainty contributions on the total uncertainty according to the recommendations of the GUM
[1SO, 19954], i.e. with derived sensitivity coefficients.

34 For guidelines with respect to uncertainty evaluation of reading error during measurement, cf.
[Tambo and Sggaard, 1997, Annex 2].
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As an example of liquid density uncertainty evaluation, the Solartron 7835 liquid
densitometer is evaluated in Section 3.4.2

3.4.2  Example uncertainty evaluation

The combined standard uncertainty of the density measurement, u_(0), is given by

Eqn. (3.14). This expression is evaluated in the following, for the example considered
here.

Performance specifications for the Solartron 7835 liquid densitometer are given in
Table 3.8 as specified in the data sheet [Solartron, 2001b], etc.

Table 3.8 Performance specifications of the Solartron 7835 liquid densitometer [Solartron,
2001b, 2002] used as input to the uncertainty calculations given in Table 3.10.

Quantity or Source Value or Expanded Coverage  Reference
uncertainty factor, k

Calibration temperature (air) 20°C - [Solartron, 2001b]
Full scale density range 300 - 1100 kg/m® - [Solartron, 2001b]
Densitometer “accuracy”, U( 2, ) 0.15 kg/m® 2 [Solartron, 2001b]
Repeatability, U( Dy, ) 0.02 kg/m® 2 [Solartron, 2001b]
Calibration pressure 1.01325 bara (1 atm) - [Solartron, 2001a]
Temperature effect, U( Dy, ) 0.005 kg/m*/°C 2 [Solartron, 2002]
Pressure effect, U( 2, ) 0.003 kg/m*/bar 2 [Solartron, 2001b]
Stability, U( Dy ) 0.15 kg/m°/year éi‘?é’f‘éﬁf‘}';’o%ii?an,

2002]

The contributions to the combined standard uncertainty of the density measurement
are described in the following. As the confidence level of the expanded uncertainties
is not specified in [Solartron, 2001a, 2001b], this is here assumed to be 95 %, with a
normal probability distribution (k = 2, cf. Section 2.3).
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The contributors to the uncertainty of the liquid density measurement are:

1. Densitometer “accuracy”, u(p,): The densitometer “accuracy”3 is specified in

the manufacturer instrument manual [Solartron, 2001b] as being 0.15 kg/m® for
the range 300 — 1100 kg/m?®. The given uncertainty includes the uncertainty of the
calibration reference with traceability to international standards [Eide, 1999].

Hence, the standard uncertainty becomes u(p, ) =V U% = 0.075 kg/m®.

The value reported in the calibration certificate may replace the expanded
uncertainty given in the data sheet3¢ if the calibration certificate reports a smaller
expanded uncertainty for the transmitter than the data sheet.

Stability, u(p,,,): The stability of the 7835 liquid density transducer represents

a drift (increasing/ decreasing offset) in the readings with time. This contribution
IS zero at the time of calibration, and is specified as a maximum value at a given
time.

The uncertainty due to drift is given in the data sheet as 0.15 kg/m® per year. The
uncertainty given for one year must be divided by twelve and multiplied by the
time between the calibrations (in months) in order to calculate the drift between
the calibrations3’. With annual calibrations, the standard uncertainty due to drift

becomes U(Py, ) =" (o Stab% = 0.075 kg/m®.

Repeatability, u( ,Aorept): The uncertainty due to repeatability of the density
transducer is given in the manufacturer data sheet as 0.02 kg/m® [Solartron,

2001b]. Hence, the standard uncertainty becomes u(i)rept )=U(’0”p‘)2 = 0.01

kg/m®.

Temperature effects (temperature correction model), u(,Aotemp ): Temperature

changes will affect both the modulus of elasticity of the vibrating element, and its
dimensions. Both of these affect the resonance frequency [Matthews, 1994]. For

35 According to the manufacturer [Solartron, 2002] it is possible to reduce this uncertainty to

0.1kg/m?® for liquids below 1000 kg/m® or 0.1% of reading when the density is over 1000 kg/m?,
with calibration in water.

36 If the expanded uncertainty reported in the calibration certificate is used, the user must also assure

that the confidence level reported in the calibration certificate is used. I.e. not simply assume that
the confidence level given in the data sheet equals the one in the calibration certificate.

37 In a worst case scenario, the uncertainty due to stability may be used directly without using the

time division specified.
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high accuracy densitometers like the Solartron 7835, this effect is largely
eliminated using Ni-span-C stainless steel, and the temperature correction model
given by Egn. (3.10). However, even if the density measurement is temperature
corrected, this correction itself is not perfect and will have an uncertainty.

This uncertainty is given in the manufacturer data sheet to be 0.05 kg/m®/°C
[Solartron, 2001a], but this is in fact a printing error in the data sheet. According
to the manufacturer, the correct uncertainty is 0.005 kg/m*/C [Solartron, 2002].
The temperature change referred to in the specification is the change in line

temperature from the calibration temperature. Hence, the standard uncertainty

becomes u( btemp ):U (0 “’mp%: 0.0025 kg/m®/°C. With a temperature variation

of 43 °C between calibration and densitometer conditions, the standard
uncertainty to be used in the sample calculation becomes
U(Dremp) = 0.0025kg /m* / °C [@3°C =0.1075kg / m*

This uncertainty covers the uncertainty of the temperature correction model in the
correction from calibration conditions to densitometer conditions.

5. Pressure effects (pressure correction model), u(p,,.,): Even if the density is

pressure corrected, this correction itself is not perfect and will have an
uncertainty. This is given in the manufacturer instrument manual as less than
0.003 kg/m*/bar. The pressure change referred to in the specification is the
change in line pressure from the calibration pressure. Hence, the standard

uncertainty becomes u([)pres)=U(’Opres)2 = 0.0015 kg/m*/bar. With a pressure

variation of 17.5 bar between calibration and densitometer conditions, the
standard uncertainty to be used in the sample calculation becomes
U(Dpres) =0.0015kg / m*® /bar [17.5bar =0.02625kg /m*

This uncertainty covers the uncertainty of the pressure correction model in the
correction from calibration conditions to densitometer conditions.

(If the density measurement is not pressure corrected an uncertainty of maximum
2 kg/m® or 15 kg/m® may result for pressures at 50 or 100 bar, respectively,
according to the manufacturer instrument manual [Solartron, 1999])
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6. Densitometer temperature, u(fd) : The temperature at the densitometer is input

to the temperature correction model, and this uncertainty must therefore be
included in the combined uncertainty of the liquid densitometer. The expanded
uncertainty of the line temperature is taken from Table 3.5.

7. Densitometer pressure, u(|5d ): The pressure at the densitometer is input to the

pressure correction model, and this uncertainty must therefore be included in the
combined uncertainty of the liquid densitometer. The uncertainty of the pressure
measurement at the densitometer is taken from Table 3.7.

A sample uncertainty budget has been established for evaluation of the expanded
uncertainty of the liquid density measurement. The sample uncertainty budget is
shown in Table 3.10, and has among others been based on the figures listed in Table

3.9.

Table 3.9. Figures used in the sample calculation in Table 3.10.
Parameter Value Reference / Source
Uncorrected density 776 kg/m® Table 3.3
Time between calibrations 12 months Table 3.3
Temperature at densitometer 63 °C Table 3.3
Pressure at densitometer 17.5 barg Table 3.3
Calibration temperature 20°C
Calibration pressure 1.01325 bara
Calibration constant, Kg -1.394010° [Solartron, 1999] pp. 9.11
Calibration constant, Kg 9.234010° [Solartron, 1999] pp. 9.11
Calibration constant, Ky 4.466010° [Solartron, 1999] pp. 9.11
Calibration constant, Ky -1.21300°° [Solartron, 1999] pp. 9.11
Calibration constant, Ky;a 6.0460107 [Solartron, 1999] pp. 9.11
Calibration constant, K -1.64100° [Solartron, 1999] pp. 9.11
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Table 3.10 Sample uncertainty budget for the uncertainty of the Solatron 7835 liquid density
transducer in an on-line installation.
Input uncertainty Combined uncertainty
Source Given Conf. level | Cov | Standard Sens. Variance
uncertainty & ‘act. | uncertainty coeff.
Distribut. k

Densitometer
"accuracy”, 0.15 kg/m® 95% (norm) | 2 | 0.075kg/m® | 0.99887 | 5.6110° (kg/m®)?
U(o,)
Stability,
U(D 0.15 kg/m® 95 % (norm) | 2 0.075 kg/m® | 1 5630107 (kg/m3)?

(pstab)
Repeatability,
U (5 0.02 kg/m® 95 % (norm) | 2 0.010 kg/m® | 1 1.00010* (kg/m®)?

(prept)
Temperature s 0.1075 ) -

A o 0, . -
effect, U (ptemp) 0.005kg/m*/°C | 95 % (norm) | 2 kg/m?® 1 1.16010° (kg/m°)
Pressure effect, 0.003 i’ . -
~ 95 % (norm) | 2 0.026 kg/m® | 1 6.8910" (kg/m
U (Dpres) kg/m?/bar b (norm) g (kgfmr)
2 o o -0.00158 .
T, U(T,) 0.15651 °C 95 % (norm) | 2 0.078 °C kg/m/°C 1.53010°® (kg/m®)?
P,U(P,) 0.01568bar | 95% (norm) |2 | 0.078bar | 0929 | 5 510 (kgim?y?
’ d ' ' kg/m3/bar '
i 2, A -2 312
Sum of variances u (D) 2.36[10° (kg/m?)
Combined standard taint A 0.1536 kg/m®
ombined standard uncertainty u, (D) g/m

Expanded uncertainty (95 % confidence level, k = 2) U ( ,5) 0.3071 kg/m?
Oil density at densitometer ,5 776 kg/m®
Relative expanded uncertainty (95 % confidence level) U ( ,5) / ,5 0.0396 %

It is seen from Table 3.10 that the calculated expanded and relative expanded
uncertainties (specified at 95 % confidence level and a normal probability
distribution, with k = 2, cf. Section 2.3) are 0.33 kg/m* and 0.04%, respectively.
Hence, the uncertainty of the density measurement is within the NPD requirement
[NPD, 2001a] of a relative expanded uncertainty of 0.50 kg/m® of measured value
(see Table 3.1).

From the uncertainty budget in Table 3.10 it is evident that the uncertainty due to the
temperature and pressure used in the correction of the density, is negligibly small
compared to the other uncertainties.
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3.5

Liquid and Turbine meter and Prover steel correction factors

This chapter briefly describes the correction factors, which are used to correct the
volume of liquid or steel due to changes in temperature or pressure. These correction
factors are used in calculation of the density at standard reference conditions, the K-
Factor and the standard volume flow rate. The functional relationships of the
correction factors are given in the referenced standards, where their model
uncertainties to some extent are specified.

The uncertainties of the input quantities of the correction factors will be evaluated
when applied in the calculations of the standard density, the K-Factor and the
standard volume flow rate. Then it will be evaluated to what extent the different input
quantities contribute to the different combined uncertainties.

It must be noted that the calculation procedures regarding truncating and rounding of
the numbers are not implemented in this uncertainty evaluation. The influences of
these procedures are considered to be minor and the uncertainties they introduce are
assumed to be included in the model uncertainties of the correction factors.

The volume correction factors may alternatively be obtained from laboratory
experiments on oil with a given composition instead of using API standards and
tables. The uncertainties of the correction factors are then determined from statistical
analysis of the laboratory measurements. This method enables one to optimise the
volume correction factors and minimising their model uncertainties.

The principal correction factors employed in the calculations are shown in Table
3.11.

Table 3.11 Description of the correction factors.

Factor Description Reference

Cs The volume correction factor for the effect of temperature on APl MPMS 12.25.1
steel.

Cps The volume correction factor for the effect of pressure on APl MPMS 12.2.5.2
steel.

Cu The volume correction factor for the effect of temperature on APl MPMS 11.1.54.2.4
the liquid.

Co The volume correction factor for the effect of pressure on the | API MPMS 12.2.5.4
liquid.

Additional subscripts are added to the symbolic notations to indicate what part of the
measuring apparatus it applies to, namely “p” for the Prover, “d” for the densitometer
(see Section 3.6) and “m” for the turbine meter.
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The volume correction factors are applied according to Eqgn. (3.18) as

Vret = V1 p [Cy [Ty (3.18)
where
Viee - volume at standard reference conditions (15 °C and 101.325 kPa)
[kg/m]
Vip - volume at line temperature and pressure [kg/m°]
Cy - correction from line temperature to standard temperature
Col - correction from line pressure to standard pressure

3.5.1  Functional relationship - Correction for the effect of temperature on the liquid, Cy

The effect of temperature on the liquid shall according to [NORSOK, 1998b] be
calculated in conformance with APl MPMS 11.1.54.2.4 [API, 1980]. The volume
correction factor must then be calculated as:

Cy = elaar-osa’ar?) (3.19)
where
a=o K
Pret ’ Pret (3'20)
and
AT =T -15 (3.21)
where

Cy - volume correction from line temperature to standard temperature

Ko - constant (APl MPMS 11.1.54.7.1)

Ky - constant (APl MPMS 11.1.54.7.1)

Dt - density at standard reference conditions (15 °C and 101.325 kPa) [kg/m®]
AT - difference in line temperature from standard temperature [°C]

T - operating temperature [°C]

The coefficient a in (3.20) is different for each major group of hydrocarbons, where
the Ko and K constants are given in APl MPMS 11.1.54.7.1 and shown in Table
3.12.
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Table 3.12 The constants K, and K; reprinted from the Petroleum Measurement Manual, Part
VII, Appendix F, used in the correction factors in the Tables 53A and 53B of the
revised API-ASTM-IP Petroleum Measurement Tables (APl 2540, ASTM D 1250,
1P200)

Hydrocarbon Ko Ky Density range

group (kg/m®

Crude Oil 613.97226 0.0000 771-981

Gasolines 346.42278 0.43884 654 — 779

Jet Fuels 594.54180 0.0000 779 -839

Fuel Oils 186.96960 0.48618 839 - 1075

The values of the constants K, and K; for crude oil are used in the EMU programs. It
should be noted that there is an unknown uncertainty attached to the classification of
crude oil, gasolines, jet fuels and fuel oils presented in Table 3.12. The values for Kg
and K; may be optimised based on laboratory testing, where the correction factor for
temperature of a liquid sample is determined experimentally and the model
uncertainty is determined using statistical analysis.

The model uncertainty of the temperature liquid correction factor is given in API
MPMS 11.1.54.2 and is reprinted in Table 3.13:

Table 3.13 The model uncertainty of the temperature correction factors according to API MPMS
11.1.54.2 (95% confidence level).

Temperature 40 °C 65 °C 90 °C 120 °C

Crudes & Products 0.05% 0.15% 0.25% 0.35%

The uncertainties according to Table 3.13 will be used for the model uncertainty of
the correction factor, Cy. In addition to this model uncertainty there will be
uncertainty due to the input quantities used in the calculation of the compressibility
factor. However, the uncertainties due to the input quantities will be covered in later
chapters where the correction factors are applied.

The uncertainties in Table 3.13 are here interpreted as 0.05% for temperatures below
40°C, 0.15% for temperatures in the range 40 °C to 65°C, 0.25% for temperatures in
the range 65 °C to 90 °C, and so on38. If these uncertainties are considered too large
to be accepted, a laboratory can measure the actual thermal expansion properties of
the liquid in question. The volume correction factor of the sample of the liquid may

38 As the interpretation of Table 3.13 is not specified, interpolation of the uncertainties vs. temperature
is not used, but rather the “worst case” interpretation as described in this paragraph.
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then be determined from the measured data and maybe reduce the uncertainty of the
correction factor.

3.5.2  Functional relationship - Correction for the effect of pressure on the liquid, Cy,

The effect of pressure on a liquid shall according to [NORSOK, 1998b] be calculated
in conformance with APl MPMS 12.2.5.4 [API, 1995] (API MPMS 12.1.11.1.2). The
volume correction factor must then be calculated as:

Cp| = L
1-[P-(Pe, -Pb,) F
and (3.22)
(Pe, =Pb,)=0
where
Cp - volume correction from line pressure to standard pressure
P - operating pressure [kPa], in gauge pressure units.
Pb, - base (reference or standard) pressure [kPa], in absolute pressure units.
Pe, - equilibrium vapour pressure at the temperature of the liquid being
measured [kPa], in absolute pressure units.
F - the compressibility factor for the liquid [1/kPa]

The liquid equilibrium vapour pressure (Pey) is considered to be equal to base
(reference or standard) pressure (Pby) for liquids that have an equilibrium vapour
pressure less than atmospheric pressure at the flowing temperature (API MPMS
12.2.1.11.1.2). The base conditions for the measurement of liquids, such as crude
petroleum and its liquid products, having a vapour pressure equal to or less than
atmospheric at base temperature are (in SI units):

Pressure: 101.325 kPa,

Temperature: 15.00 °C

For liquids, such as liquid hydrocarbons, having a vapour pressure greater than the
atmospheric pressure at base temperature, the base pressure shall be the equilibrium
vapour pressure at base temperature (API MPMS 12.2.2.2.6.2).
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According to [NORSOK, 1998b]3° the compressibility factor shall be calculated
according to API MPMS 11.2.1 (metric units must be used in order to comply with
the reference conditions required by the NPD, i.e. API MPMS 11.2.1M must be
used).

The compressibility factor defined in API MPMS 11.2.1M is given as

2

A+BI +-C +—sz
Pret Pref

. e 6 (3.23)
10
where
F - compressibility factor [1/kPa]
T - operating temperature [°C]
Dt - density at the reference temperature, 15°C [g/cm?]
A - constant = -1.62080 (Cf. API MPMS 11.2.1M)
B - constant = 0.00021592 (Cf. API MPMS 11.2.1M)
C - constant = 0.87096 (Cf. API MPMS 11.2.1M)
D - constant = 0.0042092 (Cf. API MPMS 11.2.1M)

The combined uncertainty in Cy in Eqn. (3.22) depends on the measurement of the
operating, base and vapour pressures and the uncertainty of the compressibility
factor.

In APl MPMS 11.2.1.5.1M the model uncertainty of the compressibility factor, F, is
evaluated. The functional relationship in Egn. (3.23) is determined using
experimental data stored in a database (APl MPMS 11.2.1.4M, Table 1). The
expression is therefore only true within the limits of the database from which the
expression is derived. Hence, the uncertainties specified may not be true for
extrapolated values.

The analysis in API MPMS 11.2.1.5.1M states that the compressibility factor can be
assumed independent of pressure at low pressures. At higher pressures, however,
mean compressibility will decrease with increasing pressure, and at what pressure
this effect becomes significant is not definitely known. Incorporating both the
compressibility correlation uncertainty and the potential pressure uncertainty yields

39 1t should be noted that the expression for the compressibility factor used in the Petroleum
Measurement Paper No 2 [IP, 1984], Section 4.3, is not equal to the expression used in the API
MPMS 11.2.1M.

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 69

3.5.3

volumetric uncertainties in the range 0.03% to 0.13% of the compressibility factor
for crude oils (API MPMS 11.2.1M, Table 2).

Table 3.14 The uncertainty in volume (APl MPMS 11.2.1.5.1M, Table 2) for a typical
compressibility value for 850 kg/m® crude oil at 38 C and at various pressures. The
uncertainties include both compressibility correlation uncertainty and uncertainty due
to the effect of pressure.

Pressure 34.47 bar 68.95 bar 103.42 bar
Relative Expanded

Uncertainty (in volume) 0.03 % 0.08 % 0.13%
(95% confidence level)

It should be pointed out that the values in Table 3.14 are given for a crude oil with
density 850 kg/m® at 38°C, and that variations in temperature and density may also
influence the uncertainty.

The pressure in the example is less than 34.47 bar. Therefore, the uncertainty used as
the model uncertainty of the Cy, correction factor is 0.03% (95% confidence level). In
addition, uncertainties due to the reference density, temperature and pressures in Egn.
(3.22) and (3.23) must be included in the combined uncertainty of Cp.

Functional relationship - Correction for the effect of temperature on Prover
steel, Cisp

The effect of temperature on the Prover steel shall according to [NORSOK, 1998b]
be calculated in conformance with APl MPMS 12.2.5.1. The volume correction
factor must then be calculated as:

Cy, =1+EM [T, ~15) (3.24)
where
Csp - Prover temperature steel correction factor
EM - Coefficient of cubical expansion per degree Celsius of the
material of which the Prover is made [mm/mm/°C].
Tpa - average temperature of Prover inlet and outlet [°C]

The expansion of the steel described by the functional relationship in Eqn. (3.24) is
well known, where the coefficient of cubical expansion is empirically determined.
The coefficient of cubical expansion, EM, is determined from empirical
measurements using the same functional relationship as for the correction factor.
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If the steel is of high quality and may be regarded as an isotropic4? material, and the
pipe Prover is not exposed to stress from other pipe-work or mounting arrangements,
it may be assumed that the model uncertainty is confined within the uncertainty of
EM [Vik, 1999][Eide, 1999] (or at least negligible small compared to the uncertainty
of EM). No model uncertainty is therefore included for the Cy;, correction factor, and
the uncertainty of the correction factor is calculated from the uncertainties of the
input quantities.

Functional relationship - Correction for the effect of pressure on Prover steel, Cysp

The effect of pressure on the Prover steel shall according to [NORSOK, 1998b] be
calculated in conformance with APl MPMS 12.2.5.2. The volume correction factor
must then be calculated as:

P, [DP
Ch = +m (3.25)
where
Cpsp - Prover pressure steel correction factor
Ppa - average internal pressure of Prover inlet and outlet [barg]
DP - internal diameter of Prover pipe [m]
EMP - modulus of elasticity for the Prover material [barg]
TP - wall thickness of Prover pipe [m]

As was the case for the temperature steel correction, the expansion of the steel
described by the functional relationship in Eqn. (3.25) is well known, where the
modulus of elasticity is empirically determined. The modulus of elasticity, EMP, is
determined from empirical measurements using the same functional relationship as
for the correction factor.

If the steel is of high quality and may be regarded as an isotropic*® material, and the
Prover pipe is not exposed to stress from other pipe-work or mounting arrangements,
it may be assumed that the model uncertainty is confined within the uncertainty of
EMP [Vik, 1999][Eide, 1999a] (or at least negligible small compared to the
uncertainty of EMP).

40 The properties of the material are the same in any direction within the material. Liquids are actually
more correctly described as isotropic than are solids, whose crystal structure implies preferred
directions [Fishbane, 1993].
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No model uncertainty is therefore included for the C,, correction factor, and the
uncertainty of the correction factor is calculated from the uncertainties of the input
quantities.

3.5.,5  Functional relationship - Correction for the effect of temperature and pressure
on the turbine meter steel, Csm and Cpsm,

The effect of temperature on the turbine meter steel shall according to the NORSOK
I-105 standard [NORSOK, 1998b] be calculated according to:

Cyn =(1+ EH [T -15))° 1 + ER[{T -15)) (3.26)
where
Cism - turbine meter temperature steel correction factor
EH - linear expansion coefficient in meter housing [1/°C]
T - operating temperature [°C]
ER - linear expansion coefficient in rotor [1/°C]

The effect of pressure on the turbine meter steel shall according to the NORSOK I-
105 [NORSOK 1998b] standard be calculated according to:

C,. =1+ P2 —e)AE_Ir?
EMM [ﬁl— )Eﬂ (3.27)
m[R?
where

Cpsm - turbine meter pressure steel correction factor
P - operating pressure [barg]
e - Poisson ratio
EMM - Elasticity module
AT - Area of rotor [m?]
R - Radius of meter housing [m]
t - Wall thickness of meter housing [m]

There is no traceability, model uncertainty or criteria for evaluation of these formulas
specified in the NORSOK [-105 standard. Hence, Cism and Cpsm cannot be easily
evaluated with respect to their uncertainties. Since the standard further states that the
accuracy of the formulas must be evaluated before implementation, it may be
interpreted as optional to exclude these corrections from the calculations.

If there is only a small temperature and pressure difference between the Prover and
the turbine meter during proving, and only a small temperature and pressure
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difference between the operating and calibrating conditions of the turbine meter, the
volume correction due to these changes may be negligible. Using the Cism and Cpsm
correction factors may in fact introduce uncertainties that are larger than the one
resulting from not correcting for these small volume changes.

In order to evaluate the above-mentioned effect one must know the model
uncertainties of the correction factors and the uncertainties of the input quantities. It
is expected that the model uncertainties are larger than the uncertainties due the input
quantities in Eqn. (3.26) and (3.27).

For large differences in temperature or pressure values during proving and metering,
the correction factors Cim and Cysm may be applied. However, the criteria for
evaluating when to apply these correction factors are not defined. In the case of
application, their uncertainties must be documented including the model uncertainties
and the uncertainties of the input quantities. In addition, an evaluation of the
combined uncertainty achieved with and without using the correction factors must be
included in order to document the application of the correction factors.

According to normal practise, the correction factors Cpsm and Cism are not applied if
stable calibration and operating conditions are observed. If the temperature difference
is more than say 5 °C, the proving is aborted, and if the temperature difference
between proving and metering conditions increase above say 5 °C, a re-calibration of
the turbine meter is initiated.

In the example evaluated in this Handbook, stable calibration and operating
conditions are assumed, with small deviations between the calibration and operating
conditions. The volume correction factors are therefore expected to be small, and
despite the fact that the model uncertainties of these correction factors are unknown
they are expected to be small. It is therefore decided to not include Cpsm and Cism In
the calculations in this handbookA1.

In this chapter the application of the different volume correction factors have been
briefly described and the model uncertainties of the correction factors that are
included in the uncertainty calculations have been evaluated. This forms the basis for
the next Sections where the volume correction factors are applied in example

41 NOTE: If a known systematic deviation is not corrected for, this will introduce additional
uncertainty to the measurement. It should therefore be emphasised that these correction factors
might have significant influence in the case of large deviations between operating and calibration
conditions. More effort should therefore be made to reveal the model uncertainties of these
correction factors and the criteria for their application in such cases.
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3.6

3.6.1

calculations of the standard reference density, the K-Factor and the standard volume
flow rate.

Conversion of density to standard reference conditions

The online measured density (at densitometer conditions) must be converted to
standard reference conditions, 15 °C and 101.325 kPa, using a standardised
calculation procedure and the volume correction factors, Cyg and Cpyg.

Table 3.15.  Values used in the sample calculation in Table 3.18.

Parameter Value
Densitometer pressure 17.5 barg
Densitometer temperature 63.0 °C
Base pressure, Pb, 101.325 kPa
Equilibrium vapour pressure42, Pe, 101.325 kPa
Density at densitometer conditions, or p 776.0 kg/m®

Functional relationship

The standard reference density must be calculated according to recognised standards.
In API MPMS 12.2.1, Appendix B, a short guide to reference (base-) density
calculations for most of the liquids associated with the petroleum and petrochemical
industry is given. The standard reference density is determined according to Egn.
(3.28).

Prp

Prg = 3.28
T Cy [Ty (3.28)

where
Def - Standard reference density (at 15 °C and 101.325 kPa) [kg/m®]
prp - density at line temperature and pressure [kg/m°]
Cuqg - correction from line temperature to reference temperature
(Cf. Chapter 3.5.1)
Cpd - correction from line pressure to reference pressure
(Cf. Chapter 3.5.2)

42 The equilibrium vapour pressure is set equal to base pressure in this sample calculation but is likely
to be different from the base pressure for closed systems.
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The volume correction factors Cyq and Cpg are both functions of the standard
reference density, which means that an iterative procedure is required. In API MPMS
12.2, Part 1, Appendix B.4, the procedure for calculation of the reference density is
specified. The procedure is summarised in Table 3.16 and Table 3.17.

Table 3.16 APl MPMS 12.2, Part 1, Appendix B.4, defines how to calculate the factors used in
the reference density calculation.
Quantity Calculate according to: | Description

Reference density, Oy

APl MPMS 11.1,
Vol. X, Table 54A

The document specifies the determination of
the reference density from the line density at
reference pressure and temperature

Liquid temperature
correction, Cyq

APl MPMS 11.1,
Vol. X, Table 54A

The document specifies the determination of
Cy from the reference density and line
temperature.

Liquid pressure

API MPMS 11.2.1M

The document specifies the determination of

correction, Cpg, and
the compressibility

C,i and the compressibility factor from
reference density and line temperature and

factor, F pressure.

Table 3.17 Procedure for calculation of the reference density according to API MPMS 12.2, Part
1, Appendix B.4.

Step Calculate Description

1 P50 Use the measured density at densitometer conditions (temperature and
pressure), orp, as an initial guess of the reference density.

2 Coud Calculate the volume correction factor that corrects the volume at
densitometer conditions (temperature and pressure) to the volume at
reference pressure.

3 0 Calculate the density at reference pressure and densitometer

_FT.P .
Pr o temperature using C, from step 1.
’ C pld

4 Cud Calculate the volume correction factor that corrects the volume at
densitometer temperature and reference density to the volume at
reference temperature and pressure according to APl MPMS
11.1.54.2.4.

5 Pis0 Calculate the density at reference conditions from the density at
reference pressure and densitometer temperature by iterative
procedures according to APl MPMS 11.1.53.2.4.

6 Go to step 1. Repeat the steps 2 to 5 until the change in reference density in two
successive passes is less than 0.05 kg/m?® (APl MPMS 11.1.53.2.4)

7 Coud Calculate the final value of the volume-correcting factor based on the
final reference density value.

8 Cud Calculate the final value of the volume-correcting factor based on the
final reference density value.
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3.6.2  Example uncertainty evaluation

It is expected that the uncertainty due to the iteration is small and thus negligible

compared to the other uncertainties involved in the calculation of density at standard

reference conditions. Since the standard reference density has to be calculated by

iteration (implicit function) this will influence the sensitivity coefficients according to

the common rule for implicit differentiation. An example of this is the sensitivity of

the standard reference density with respect to the measured temperature, which is

shown in general terms in Eqn.(3.29). The expressions for the sensitivity coefficients

become quite large, and should therefore be solved using mathematical tools to avoid

typing errors and errors in the calculations.

apref (T’ P’ Pea ' I:)ba ’ pT,P ’ pref%
S, = oT
T 00w (T.P.P R, prp, p,ef% (3.29)
ref

For the evaluation of the uncertainties of the standard reference density a sample

uncertainty budget is established in Table 3.18.

Table 3.18 Sample uncertainty budget for the conversion of line density to standard reference

density.
Input uncertainty Combined uncertainty
Source Given Conf. level & | Cov Standard Sens. Variance
uncertainty Distribut. ‘act. | uncertainty coeff.
k

T 0.1565 DegC | 95 % (norm) | 2 0.0783 °C 0.744 kg/m®/°C | 3.39110° (kg/m®)?
P 0.01568 bar | 95 % (norm) | 2 0.00784 bar | -0.0841 kg/m*/bar | 4.35:107 (kg/m®)?
Pe, 43 0.0 bar Standard 1 0.0 bar | 0.0841 kg/m*/ bar 0 (kg/m?3)?
Pb, © 0.0 bar Standard 1 0.0 bar | -0.0841 kg/m®/ bar 0 (kg/m?)?
Orp 0.3071 kg/m® | 95 % (norm) | 2 0.154 kg/m® 0.960 | 2.170107 (kg/m®)?
Cpig (model) | 3.0-10° 95 % (norm) | 2 1.5.10* 743 kgim® | 1.24:102 (kg/im®)?
Cug (model) | 7.15:10" Standard 1 7.15.10 -780 kg/m® | 3.11[10™" (kg/m®)?

H 2,4 3\2
Sum of variances u? (pref ) 0.3487 (kg/m°)
Combined standard uncertainty U, (Dres ) 0.5905 kg/m®
Expanded uncertainty (95 % confidence level, k = 2) U ( ﬁref ) 1.181 kg/m®

R ~ 3

Reference density Dot 811.24 kg/m
Relative expanded uncertainty (95 % confidence level) U ( ﬁref ) / /’jref 0.1456 %

43 See Table 3.19
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For the standard uncertainty of the equilibrium vapour pressure, Pe;, and base
pressure, Pb,, little information is available for the project group. However, it is seen
that due to the value of the sensitivity coefficients, the contribution from these
uncertainties most likely will be negligible. Therefore, these two uncertainties have
been set to zero.

Compared to the uncertainties due to the measured line density, op1, and line
temperature, T, the uncertainty due to the measured line pressure may be neglected. It
is evident that the sensitivity with respect to the equilibrium vapour pressure, Pe,,
and base pressure, Pb,, is equal in magnitude to the measured line pressure, and the
uncertainties due to the equilibrium vapour and base pressures may thus also be
neglected.

The correction factors, Cpq and Cyg, are calculated from different models, and the
model uncertainties of Cpg and Cyq are described in Chapter 3.5.2 and 3.5.1,
respectively. This means that no covariance terms exist other than the term due to the
measured temperature, which is common to the two correction factors. However, the
covariance term due to the temperature is avoided in the uncertainty calculation by
expressing the standard reference density directly in terms of the input quantities (T,
P, orp, Pbaand Pe,).

Table 3.18 shows that the uncertainties due to the measured pressure at the
densitometer, the equilibrium vapour pressure, the base pressure and the model
uncertainty of Cpq are negligible in the calculation of the combined uncertainty of the
standard reference density. The uncertainties of the other input quantities must be
included.

The model uncertainty of the volume correction factor Cyq is the most dominating
uncertainty, causing the combined uncertainty of the calculated standard reference
density to become about an order of magnitude larger than the combined uncertainty
of the measured density. As mentioned in Chapter 6.3.1 it is possible to reduce this
uncertainty by performing laboratory experiments on a sample of the liquid to
determine the correction factor instead of using the API tables, especially concerning
high temperature corrections and the uncertainties specified in Table 3.13.
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3.7

3.8

Signal communication and flow computer uncertainty

Uncertainty contributions from signal communication and flow computer are not
addressed in this Handbook, but in the program EMU - Turbine Fiscal Oil Metering
Station the user has the possibility to specify such uncertainty contributions, in case
that is found to be necessary. Normally these contributions are very small and
probably negligible.

Flow calibration uncertainty

The K-Factor#4 is determined by proving, i.e. by sending a predefined liquid volume
through the turbine meter and counting the number of pulses representative of that
volume. This predefined volume is called the base volume of the Prover, and is
calibrated prior to the calibration of the turbine meter by an accredited calibration
laboratory. The functional relationship for the K-Factor has previously been given in
Eqn. (3.4) on page 31, but is re-printed here for convenience:

MRp |:QCtlm [C plm )

K —Factor = BV C,, T, ) Eﬁcﬂp T, ) (3.30)
where

K-Factor factor relating the number of pulses to a given volume [pulses/m®]

MRp number of pulses counted during the proving period [pulses]

BV base volume of Prover [m]

Cisp volume correction factor for the effect of temperature on Prover steel

Cosp volume correction factor for the effect of pressure on Prover steel

Cup volume correction factor for the effect of temperature on the liquid in
the Prover

Coip volume correction factor for the effect of pressure on the liquid in the
Prover

Cup volume correction factor for the effect of temperature on the liquid in
the Turbine meter

Coip volume correction factor for the effect of pressure on the liquid in the

Turbine meter

Please refer to Sections 3.1.3.2 and 3.5 for discussion regarding the K-factor
expression and the volume correction factors.

44 Cf. guidelines to the NPD regulations [NPD, 1997], paragraph 3.
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Provided all the volume correction factors that are part of the K-Factor in Eqgn. (3.4)
is written directly in terms of their input quantities, most covariance terms due to
correlation of input quantities are avoided. Hence, the only covariance terms
remaining are due to the temperature and pressure correction factors for the liquid
during proving and metering. This covariance has previously been given in Eqgn. (3.6)
on page 33, but is re-printed here for convenience.

0K - Factor EQK - Factor
oC aC,,
0K — Factor E@K - Factor
+
ocC oc

[(Cypy) W(Cyp) TF(Cy, Cyp)

Covariance = 2

[B(C ) [W(C ;) (F(C y C ) (3.31)

pim plp

pim plp

The correlation coefficient r(Cum,Cup) in Eqn. (3.31) indicates the covariance between
the two volume correction factors and takes values between -1 and 1. It is a parameter
that must be evaluated by means of engineering judgement, and since the models are
equal and the values of the input quantities are almost equal in magnitude and
uncertainty, r(Cum,Cup) and r(Cpim,Cpip) may be considered to unity.

Please refer to Section 3.1.3.2 for further discussions regarding the covariance term
of the K-factor.

An uncertainty model for the K-Factor may then be established as:

UZ(K) = SE ppall?(Pog) + SE 152U (Tpg) + 2 pUZ (P ) + 82 o U2(P, ) + % o U (R, ) + 82 1UZ(T ) + 5% ppu? (DP)

+ ¢ cpl* (EMP) + 5% UR(TP) + 8¢ ¢ UP(EM) + 5§, U%(Drr) + S pl* (MRP) + ¢ g, U* (BV) 65
~ ~ ~ ~ ~ ~ 3.32
+ S|2<,Cplmuz (C psm) + Sl2<,CtImu2 (Ctsm) + S|2<,Cplpuz(C plp) + S|2<,Ctlpu2 (Ctlp) + SIi,Ctspuz(Ctsp) + SI2<,Cpspuz(c psp)

+u?(K )+u2(I2rept)+u2(I2 ) + Covariance

lin flocom

where all input quantities and models have been described in previous Sections.
However, a brief comment with reference to the relevant Sections is given for

reference:
u?(P,,) = standard uncertainty of average Prover inlet and outlet
pressure [barg], see Section 3.5.4.
ul(Ty,) = standard uncertainty of average Prover inlet and outlet
temperature [°C], see Section 3.5.3.
u(P) = combined standard uncertainty of line pressure measurement

[bar], see Section 3.3.
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ucz (ﬁref ) =

u?(MRP) =

u?(Bv) =

u?(C,y) =

u?(C,,) =

standard uncertainty of equilibrium vapour pressure at the

temperature of the liquid being measured [kPa], in absolute
pressure units, see Section 3.5.2.

standard uncertainty of the base (reference or standard)

pressure [kPa], in absolute pressure units, see Section 3.5.2.

combined standard uncertainty of line temperature

measurement [°C], see Section 3.2.

standard uncertainty of internal diameter of Prover pipe [m],

see Section 3.5.4.

standard uncertainty of modulus of elasticity of the Prover

material [barg], see Section 3.5.4.

standard uncertainty of wall thickness of Prover pipe [m], see
Section 3.5.4.

standard uncertainty of the coefficient of cubical expansion

per °C of the material of which the prover is made, see Section
3.5.3.

combined standard uncertainty in standard reference density

[kg/m?], see Section 3.6.

standard uncertainty if the number of pulses counted during

the proving period [pulses], see Section 3.1.3.2.

standard uncertainty of the Prover volume [m®], see Section
3.1.3.2.

standard uncertainty of the Cpsm volume correction model

itself, see Section 3.5.5.

standard uncertainty of the Cin volume correction model

itself, see Section 3.5.5.
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uz(éplp) =

u?(C,,) =

u?(C,,) =

uz(épsp) =

uz(Klin) =

U2 (K ) =

u 2 (K flocom )

Covariance =

standard uncertainty of the C,, volume correction model

itself, see Section 3.5.2.

standard uncertainty of the Cy, volume correction model itself,

see Section 3.5.1.

standard uncertainty of the Cyp volume correction model itself,

see Section 3.5.3.
standard uncertainty of the Cpsp volume correction model

itself, see Section 3.5.4.

standard uncertainty of the linearity of the K-factor estimate,

see Section 3.1.3.2.

standard uncertainty of the repeatability of the K-factor

estimate, see Section 3.1.3.2.

standard uncertainty of the signal communication and flow

computer (calculations), see Section 3.7.

covariance term due to the correlation of volume correction
factor model uncertainties, see Eqn. (3.31).

The functional relationships for the sensitivity coefficients have not been given in this
document, as the expressions become too large to print. If required, computational
aids should be used to derive and present these expressions on basis of the functional
relationships described in Sections 3.1 to 3.8.

A computational aid has also been used to derive these expressions for
implementation in the EMU - Turbine Fiscal Oil Metering Station program.
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3.8.1  Example uncertainty evaluation
A sample uncertainty budget has been established for the K-Factor for evaluation of
the influence of the individual input quantities, and this uncertainty budget is shown
in Table 3.20. The uncertainty budget is based on the input data described in Table
3.19.
Depending on the MR,/BV value, the uncertainties of the volume correction factors
will be subjected to rather large sensitivity coefficients when calculating the
combined uncertainty of the K-Factor. However, a covariance term must be included
since the Cysp and Cpsm, and Cysp and Cism, Volume correction factors are calculated
using the same models and hence become correlated.
Table 3.19 Figures used in the sample uncertainty budget in Table 3.20.
Expanded Uncertaint
el Comment / Description Value P ) Y
quantity (95% confidence level)
Ppa Avg. internal pressure of prover inlet and outlet [barg] | 18.0 barg 0.16 bar (Cf. Section 3.3)
Tpa Average temperature of prover inlet and outlet [°C] 65 °C 0.16 °C (Cf. Section 3.2)
P Line pressure [barg] 18.0 barg 0.16 bar (Cf. Section 3.3)
Pb, Base (refergnce or standard) pressure, in absolute 1.01325 bar | 0.0 bar (Cf. Section 3.6.2)
pressure units [bar].
Pe, E_qu_lllbrl_um vapour pressure at the temperature of the 1.01325 bar | 0.0 bar (Cf. Section 3.6.2)
liquid being measured, in absolute pressure units [bar].
T Line temperature [°C] 65 °C 0.16 °C (Cf. Section 3.2)
- 0,
DP Internal diameter of prover pipe [m] 444.5010-3 0.75% of DP [Sample values,
m 1999]
- . 2034000 0.5% of EMP [Sample
EMP Modulus of elasticity for the prover material [barg] barg values, 1999]
0,
TP Wall thickness of prover pipe [m] 0.014275m 2@0979? of TP [Sample values,
EM Coefficient of cubical expansion per degree Celsius of | 0.0000335 0.5% of EM [Sample values,
the material of which the prover is made [1/°C] 1/°C 1999]
Density at standard temperature (15 °C) and pressure 812.48 .
Pref (1. 013%/5 bara) [kg/m3] P ( ) P kg/m® 1.25 kg/m3 (Cf. Section 3.4)
MRp Measured_turblne meter pulses using pulse 90092 0.0001% of MRp
interpolation.

BV Base volume of the prover [m3] 28.646 m* | 0.011 m® [Con-Tech, 1999]]
Flocom Flow computer calculation uncertainty. - 0.0001% of average K-factor
. . . . . 0.15% of average K-factor

Linearity | Linearity of the turbine meter. - [NPD, 2001a]
Repeatabi - . 0.020% of average K-factor
lity Repeatability of the turbine meter - [NPD, 2001a]
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The uncertainties of the volume correction factor models are given in Chapter 3.5.

Table 3.20 Sample uncertainty budget for the uncertainty of the K-Factor.
Input uncertainty Combined uncertainty
Source Given Conf. level & | Cov | Standard Sens. Variance
uncertainty Distribut. :aﬁt. uncertainty coeff.
Poa 0.01568 bar | 95% (norm) | 2 | 0.0078 bar -4,0700" P/(m®bar) | 1.02010° (P/m®)?
Toa 0.1565 °C 95% (norm) 2 |0.0783°C 3.00P/(m*°C) | 5.5100% (P/m?)?
p 0.01568 bar | 95% (norm) 2 | 0.0078 bar 3.59010'P/(m? bar) 7.93010° (P/m?)?
Pe, 0.0 bar Standard 1 | 0.0 bar 0 P/(m?® bar) 0 (P/m°)?
Pb, 0.0 bar Standard 1 | 0.0 bar 0 P/(m?® bar) 0 (P/m°)?
T 0.1565 °C 95% (norm) 2 10.0783°C -3.10 P/(m® °C) 5.90010°2 (P/m®)?
DP 0.001607 mm|  Standard 1 | 1.61010% mm -1.95P/(m*m) | 9.77(10% (P/m%)?
EMP 5085 bar Standard 1 | 5085 bar 4.251107 P/(m® bar) 4.67000° (P/m)?
TP 0.004996 mm|  Standard 1 |5.0000°mm 6.06007" P/(m*m) |  9.1610°% (P/m®)?
EM 8.38110°° 1/K Standard 1 |8.3810°1/K -1.5700°P K | 17200 (P/m®)?
Oret 1.181kg/m® | 95% (norm) | 2 | 0.591 kg/m® 0 P/kg 0 (P/m®)®
MRp 0.045046 P Standard 1 | 0.045046 P 3.4801072 1/m° 2.46010° (P/m?)?
BV 0.0055 m3 Standard 1 | 0.0055 m3 -1.10010% P/(m3m?) 3.63007 (P/m®)?
Coim 3.0010™ 95% (norm) 2 | 15m0* 3.1310° P/m® 2.2110" (P/m?)?
Ciim 7.15010™ Standard 1 | 7.15m0* 3.29110° P/m® 5.55 (P/m°)?
Cop 3.0010* 95% (norm) 2 | 15m0* -3.13010° P/m® 2.2110" (P/m?)?
Cup 7.15010™ Standard 1 | 7.15m0* -3.29010° P/m® 5.55 (P/m°)?
Csp 0 Standard 1]o -3.13010° P/m* 0 (P/md)?
Cosp 0 Standard 1]o -3.14010° P/m* 0 (P/md)?
Linearity 2.35411 P/m3 Standard 1 | 2.35411 1 5.54 (P/m®)?
Repeatability | 0.31388 P/m? Standard 1 |0.31388 1 9.850102 (P/m°%)?
Calculation I(:))./0031569 Standard 1 | 0.001569 1 2.4610°° (P/m°)?
m
Covariance -1.1510" (P/m®)?

Sum of variances

Combined standard uncertainty

Expanded uncertainty (95 % confidence level, k = 2)

u?(K - factor)

u, (K - factor)

U (IZ — factor)

6.12 (P/m3)?

2.473 P/m®
4.947 P/m®

Reference density

Relative expanded uncertainty (95 % confidence level)

~

K — factor

U (K - factor)
K - factor

3138.89 P/m®

0.1576 %

From Table 3.20 it is evident that the uncertainty due to the linearity is the most
dominating uncertainty of the K-factor, and that many of the uncertainties of the
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input quantities are negligible. Furthermore, the model uncertainty of the liquid
temperature volume correction factors is quite large (Cf. Chapter 3.5.1) compared to
the other uncertainties. However, the covariance term is also large and cancels much
of the volume correction factor model uncertainties.

3.8.1.1 Simplified calculation of the combined standard uncertainty of the K-factor
Since many of the uncertainty contributions to the K-factor are very small, Table 3.21
shows a reduced sample uncertainty budget where the input quantities that are
considered to have negligible influence on the combined uncertainty are left out. The
uncertainty due to the pulse interpolation is still included while an increase in the
uncertainty of the pulse interpolation leads to a rapid increase in the influence on the
combined uncertainty of the K-Factor due to the large numbers involved.
The model uncertainty due to the pressure correction factors might also be neglected,
but as they are implemented in the uncertainty calculation program (both as model
uncertainty and in the covariance term) they are still included in the evaluation.
Table 3.21 Reduced uncertainty budget for the uncertainty of the K-Factor.
Source Given Conf. level & | Cov | Standard Sens. Variance
uncertainty Distribut. =a|<it. uncertainty coeff.
Tpa 0.1565 °C 95% (norm) 2 |0.0783°C 3.00 P/(m® °C) 5.51107% (P/m®)?
T 0.1565 °C 95% (norm) 2 |0.0783°C -3.10 P/(m*°C) |  5.900107 (P/m%)?
MRp 0.045046 P Standard 1 | 0.045046 P 3.4801072 1/m° 2.46110° (P/m®)?
BV 0.0055 m3 Standard 1 | 0.0055 m3 -1.10010% P/(m3m3) 3.6307 (P/m®)?
Coim 3.0010 95% (norm) | 2 | 1.5010" 3.1300°P/m® | 2.21010™ (P/m)?
Ciim 7.1510* Standard 1 |7.15m0* 3.2900°% P/m® 5.55 (P/m?)?
Coip 3.010* 95% (norm) 2 | 15m0* -3.1300°% P/m® 2.21010™" (P/m?)?
Cup 7.1510* Standard 1 |7.15m0* -3.29110°% P/m® 5.55 (P/m?)?
Linearity 2.35411 P/m3|  Standard 1 | 235411 1 5.54 (P/m®)?
Repeatability | 0.31388 P/m3|  Standard 1 |0.31388 1 9.85[10°2 (P/m")?
Covariance -1.15010" (P/m®)?
Sum of variances uZ (K - factor) 6.12 (P/m*)*
Combined standard uncertainty u, (K - factor) 2.473 P/m®
Expanded uncertainty (95 % confidence level, k = 2) U (K ~ factor) 4.947 PIm®
Reference density K — factor 3138.89 P/m®
Relative expanded uncertainty (95 % confidence level) U (K - factor) 0.1576 %
K - factor
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3.9

There is no deviation between the uncertainty calculated in Table 3.21 and the
uncertainty calculated in Table 3.20; hence the uncertainty introduced by this
simplification is negligible.

From the sample uncertainty budgets in Table 3.20 and Table 3.21 it is evident that
the simplified uncertainty evaluation shown in Table 3.21 can be applied. This
significantly reduces the number of input quantity uncertainties that need to be
specified and documented as part of the uncertainty evaluation, although the figures
of all input quantities are still required. Furthermore, the model uncertainties of the
volume correction factors and the covariance term should be included, since these
uncertainties depend strongly on the operating conditions. The reduced uncertainty
calculation shown in Table 3.21 is also implemented an as option to use in the EMU -
Turbine Fiscal Oil Metering Station program.

Combined expanded uncertainty of the Turbine fiscal oil metering
station

The combined expanded uncertainty of the Turbine fiscal oil metering station is
calculated in terms of standard volume flow rate. The functional relationship for the
standard volume flow rate has previously been given in Egn. (3.1) on page 29, but is
re-printed here for convenience:

Q=22 (T, (T, 3600 [m @2)
where

Q - standard volume flow rate [m*/h]

MR - pulses counted per minute during metering [pulses/minute]

K - K-Factor [pulses/m?]

Cim - volume correction factor for the effect of temperature on the liquid
during metering (line conditions)

Cpim - volume correction factor for the effect of pressure on the liquid

during metering (line conditions)

Please refer to Sections 3.1.3.1 and 3.5 for discussion regarding the functional
relationship for the standard volume flow rate and the volume correction factors.
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By writing the volume correction factors in Eqn. (3.2) directly in terms of their input
quantities, correlation between these input quantities are avoided4>. The model
uncertainties of the volume correction factors must be included separately. However,
there will be correlations due to the common input quantities T, P, MRy, and the
volume correction factors and standard density that are applied both in the calculation

of the K-factor and Q.

The functional relationship for the covariance term for the standard volume flow rate
given in Eqn. (3.3) has also been re-printed here for convenience:

0Q 0Q K —Factor
Eu(Tm,melering ) W (Tm7 proving ) a
aTm,melering aK - factor aTnL proving
0Q 0Q K —Factor
+ EII( m metenng) m(Pm7 provmg) a
aPm,melering 0K ~ factor aPm _ proving
+ 0Q 0Q K —Factor (MR, ) B(MR,) 1
OMR,, | 0K —factor  OMR,
Covariance = 2 E + aQ aQ K - FaCtor EII(Cllm me!ering) EII(Ctlm proving) Dl
aCllm _metering aK - factor ac(Im _ proving N N
K Factor
m(c ing) AU(C, )
[EBK _ factor ( tlmimetenng) ( tlp)

1Im _metering

llp

K Factor

plm metering

0K - factor 6C

plm _ proving

K Factor

plm metering

S
e

- factor

|
5

(3.33)

Eu(C plm_ metering ) Eu(C plm_ proving ) D"

m(C

plm_ metering

)m(C

plp

a

An uncertainty model for the standard volume flow rate, Q, may then be established

as:

2 A 2 2 05 2 2vae2  02(A 2
Ug (Q) =88 yypptl* (MRM) + 88 u?(K) + 5§ - u*(Cyp) +55 ¢

2 2/B 2
+ SQ’CPU (P) + SQ’

2 T 2 2/ A .
c ut(m) *+S5,c, U (Dyef ) + Covariance

u
plm

Z(é plm)

(3.34)

where all input quantities and models have been described in previous Sections.
However, a brief comment with reference to the relevant Sections are given for

reference:

u?(MRm) =

standard uncertainty of the number of pulses counted per second

during metering [pulses/sec], see Section 3.1.3.1.

45 Eqn. (3.2) has not been written with all volume correction factors given in terms of input
guantities, as this would become a rather large and complex expression. Computational aids should
be used in order to avoid typing errors.
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uz(éplm) =

u?(C,,) =

uc2 (ﬁref ) =

Covariance =

standard uncertainty of the K-factor, see Sections 3.1.3.2 and
3.8.

standard uncertainty of the C,m volume correction model itself,

see Section 3.5.2.

standard uncertainty of the Cyy, volume correction model itself,

see Section 3.5.1.

combined standard uncertainty of the line pressure

measurement, see Section 3.2.

combined standard uncertainty of the line temperature

measurement, see Section 3.3.

combined standard uncertainty of the density at standard

reference conditions, see Section 3.6.

covariance term due to the correlation of volume correction
factor model uncertainties, Egn. (3.33).

The sensitivity coefficients appearing in Egn. (3.34) are defined as:

(3.35) So.MRm = ? (3.36)

(3.37) So.mrm = j_? (3.38)
_ &

(3.39) So.MRm = P (3.40)

(3.41)
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3.9.1  Example uncertainty evaluation
The evaluation of the uncertainty of the standard volume flow rate is based on the
previous chapters (Table 3.22).
Table 3.22.  Values used in the sample calculations in Table 3.23.
. o Expanded Uncertainty
Input quantity | Comment / Description Value )
(95% confidence level)
Mrm Numb_er of meter pulses during 53465 pulses / 0.0001% of Mrm
metering second
Table 3.23 Sample uncertainty budget for the uncertainty of the standard volume flow rate.
Input uncertainty Combined uncertainty
Source Given Conf. level | Cov | Standard Sens. Variance
uncertainty & ‘act. | uncertainty coeff.
Distribut. k
T U (f ) 0.1565 °C 95% (norm) | 2 |0.0783 °C -0.989 6.0010° (Sm3/h)?
' ' ' Sma/h/°C '
P, U(P) 0.01568bar | 95% (norm) | 2 |0.00784 bar | 113 7.83107 (Sm¥/h?
: ' ' Sm3/h/bar '
~ 0.115 .
Prety U (D,er ) 1.181 kg/m® 959% (norm) | 2 |0.591 kg/m® Smifh/(kg/m?) | 46210 S (Sm3fh)2
- 1.10 5
0,
MRm, U (MRm) | 0.009 P/s 95% (norm) | 2  |0.0045P/s SE/hi(Pls) 2.441107 (Smd/h)2
K-Factor, 3 -0.319 1
A~ 3 0, - B 3 2
U(K - factor) 4.947 P/m 95% (norm) | 2 |2.473 P/m Smh/(P/m®) 6.21010™ (Smd/h)
Com, U (é oim) 0.0003 95 % (norm) | 2 |1.5(10* 9.98110% Sm3/h | 2.24[102 (Sm3/h)?
Cum, U (éﬂm) 0.00143 95 % (norm) | 2 |7.1510™ 1.05010° Sm¥/h | 5.6100™ (Sm3/h)?
Covariance -1.20107% (Sme/h)?
Sum of variances u’ Q) 120 (Sme/hy
Combined standard uncertaint 3 1.097 Sm3/h
Y u. (Q)
Expanded uncertainty (95 % confidence level, k = 2) U (é) 2.194 Sm3/h
Operating density Q‘ 1000 Sm3/h
Relative expanded uncertainty (95 % confidence level) U (Q) /Q“ 0.2194 %

From the uncertainty budget in Table 3.23 it is seen that the resulting relative
expanded uncertainty becomes 0.22% which is well within the NPD requirement
[NPD, 2001a] of 0.30% relative expanded uncertainty of measured standard volume
flow rate.

NFOGM, NPD, CMR, NIF

Revision 2, March 2003




88

Handbook of uncertainty calculations

3.9.2

The covariance term is large and has a reducing influence on the uncertainty. This is
consistent with the fact that the turbine meter measurements are relative
measurements (relative to a calibrated volume), and by calibration during proving the
systematic uncertainties are minimised. It is also evident that the uncertainty due to
the flow computer calculation and the pulse interpolation may be neglected from the
calculation.

The uncertainty calculation shown in Table 3.23, without the uncertainty due to the
flow computer calculation, is therefore implemented in the uncertainty calculation
program.

Parallel metering runs

Uncertainty evaluation of parallel metering runs is not part of this handbook. This
matter should be handled with care, because instruments common to several metering
runs introduce correlations that may be hard to evaluate. An ideal situation, with no
common instrumentation (and a pipe Prover for each run), would give no correlation
between the metering runs.

The total standard volume flow rate of a two-run oil metering station would then
become:

Qrota. =Qa tQp (3.42)
where
Q TotaL - is the total standard volume flow rate [Sm®/h]
QA - is the standard volume flow rate [Sm*/h] of run A
Qs - is the standard volume flow rate [Sm*/h] of run B

With two metering stations for fiscal oil measurement like the one evaluated in this
handbook, with no common instrumentation, the combined standard uncertainty of
the metering station parallel runs can simply be calculated as:

U, Qrora ) = V[U@Qu)]? +{u(@)] > = 3.0 Sm¥h (3.43)

With two metering stations for fiscal oil measurement like the one evaluated in this
handbook, with no common instrumentation, the relative expanded uncertainty
becomes:
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@TOTAL - k95 |‘—I'I’IC(QTOTAL) = 2[3'10 - 0.31%
QTOTAL 2000

(3.44)

It is seen that for this ideal case the combined uncertainty of the metering station
becomes smaller than the combined uncertainty of each metering run. It is important
to note, however, that in practise at least a pipe prover is common to the metering
runs and often a common densitometer is used. This introduces correlation between
the metering runs, and this correlation becomes even harder to evaluate if also other
instruments are common to the metering runs as well.
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4.

4.1

PROGRAM “EMU - TURBINE FISCAL OIL METERING
STATION”

The present chapter describes the Excel program EMU - Turbine Fiscal Oil Metering
Station which has been implemented for performing uncertainty analysis of turbine
meter based fiscal oil metering stations. The program applies to metering stations
equipped as described in Section 3.1.1, and is based on the uncertainty model for
such metering stations as described in Chapter 3. Using this program, uncertainty
evaluation can be made for the expanded uncertainty (at a 95% confidence level,
using k = 2) for the standard volume flow rate, Q.

The program simplifies the calculation of the combined uncertainty of the fiscal oil
metering station significantly, and it may be used for evaluation of the individual and
combined uncertainties. The program enables one to simulate different operating
conditions, and calculate the corresponding uncertainties to study the influence of
changes in the operating conditions.

The uncertainties calculated by the program may be used in the documentation with
reference to the handbook. However, it must be emphasised that the inputs to the
program must be documented (Cf. Section 2.4), and that the user must document that
the calculation procedures and functional relationships implemented in the program
(Cf. Chapter 3) are equal to the ones actually applied in the fiscal oil metering station.

General

The program is implemented in Microsoft Excel 2000 and is based on worksheets
where the user enters input data to the calculations. These “input worksheets” are
mainly formed as uncertainty budgets, which are continuously updated as the user
enters new input data. Other worksheets provide display of the uncertainty
calculation results, and are continuously updated in the same way.

With respect to specification of inpu parameters, colour codes are used in the
program EMU - Turbine Fiscal Oil Metering Stations, according to the following
scheme:
o Black font: Value that must be entered by the user,
0 Blue font: Outputs from the program, or number read from
another worksheet (editing prohibited)
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In the following subsections the worksheets of the program are shown and briefly
explained, and the necessary input parameters are addressed with an indication of
where in Chapter 3 the input values are discussed.

Output data are presented in separate worksheets, graphically (curves and bar-charts),
and by listing. An output report worksheet is available, summarizing the main
uncertainty calculation results.

The expanded uncertainties calculated by the program may be used in the
documentation of the metering station uncertainty, with reference to the present
Handbook. The worksheets are designed so that printouts of these can be used
directly as part of the uncertainty evaluation documentation. They may also
conveniently be copied into a text document46, for documentation and reporting
purposes. However, it must be emphasised that the inputs to the program (quantities,
uncertainties, confidence levels and probability distributions) must be documented by
the user of the program. The user must also document that the calculation procedures
and functional relationships implemented in the program are in conformity with the
ones actually applied in the fiscal oil metering station.

In a practical work situation in the evaluation of a metering station, a convenient way
to use the program may be the following. After the desired input parameters and
uncertainties have been entered, the Excel file document may be saved e.g. using a
modified file name, e.g. “EMU - Turbine Fiscal Oil Metering Station - MetStat1.xls”,
“EMU - Turbine Fiscal Oil Metering Station - MetStat2.xls”, etc. Old evaluations
may then conveniently be revisited, used as basis for new evaluations, etc.

46 For instance, by using Microsoft Word 2000, a “cut and paste special” with “picture”

functionality may be sufficient for most worksheets. However, for some of the worksheets the
full worksheet is (for some reason) not being pasted using the “paste special” with “picture”
feature. Only parts of the worksheet are copied. In this case use of the “paste special” with
“bitmap” feature may solve the problem.
However, if the Word (doc) file is to be converted to a pdf-file, use of the “bitmap” feature
results in poor-quality pictures. In this case it is recommended to first convert the Excel
worksheet in question into an 8-bit gif-file (e.g. using Corel Photo Paint 7), and then import the
gif-file as a picture into the Word document. The resulting quality is not excellent, but still
useful.
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4.2

Oil parameters

In the worksheet denoted “Oil parameters” shown in Figure 4.1, the user enters data

for

0 The operating and proving oil conditions for the fiscal oil metering

station and prover

The oil conditions in the densitometer
The oil conditions at flow calibration

The ambient temperature and pressure

Oil parameters

> Farening

EMU - Turbine Fiscal Oil Metering Station

OPERATIMG CONDITIONS, METER RUN

DEMSITOMETER CONDITIONS

Line pressure (static), P harg Pressure at density transducer, Py harg

Line termperature, T °C Temperature at density transducer, Ty C

Ambient (air) ternperature, Tar IE“C Oil density at densitometer, gy kgi’rﬂ3
Calibration temperature, T, c
Calibration pressure, Py hara

PROVING CONDITIONS TEMPERATURE TRANSMITTER COMDITIONS

Average internal pressure of prover inlet and outlet, Ppg barg Arnbient (air) temperature at calibration DC

Average termperature of prover inlet and outlet, Tpa °C

Pressure at turbine meter [18 Jbary PRESSURE TRANSMITTER CONDITIONS

Termperature at turhine meter °C Arnbient (air) temperature at calibration ”C

BASE AND EQUILIERIUM VAPOUR PRESSURE FOR THE OIL

Base (refersnce or standard) pressure, Pb, bara Equilibriurn vapour pressure, Peg bara

Figure 4.1

Operation condition display from the program EMU - Turbine Fiscal Oil Metering
Station. (Corresponds to Table 3.2).

The program uses these data in the calculation of the individual uncertainties of the
primary measurements, and in calculation of the combined oil metering station
uncertainty. The data used in the input worksheet shown in Figure 4.1 are the same
data as specified in Table 3.2 for the calculation example given in Chapter 3.
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4.3

4.4

44.1

Turbine meter and Prover setup parameters

The worksheet for setup of the Turbine meter and Prover is shown in Figure 4.2. The
input parameters are the inner diameter of the Turbine meter and Prover material
data.

iy Norske Chtistian
_ El\rllm_genlarers Michelsen
orening Research

EMU - Turbine Fiscal Oil Metering Station

Turbine meter and prover setup

TURBINE METER SPECIFICATIONS PROVER MATERIAL DATA

Inner diameter of pipe mm Inner diameter of prover pipe, DP mm
Wall thickness of prover pipe, TP mm
Coefficient of cubical thermal extansion, EM I—C‘
Modulus of elasticity, EMP harg
Base volume, BY ms

Figure 4.2 The “Turbine meter and Prover setup” worksheet in the program EMU - Turbine
Fiscal Oil Metering Station.

Temperature measurement uncertainty

The worksheet “T” for evaluation of the expanded uncertainty of the temperature
measurement in the meter run is shown in Figure 4.3 and Figure 4.4, for the “overall
level” and the “detailed level”, respectively. These are described separately below.

Overall level

When the “overall level” is chosen for specification of input uncertainties to
calculation of the temperature measurement uncertainty, the user specifies only the
relative expanded uncertainty of the temperature measurement, and the
accompanying confidence level / probability distribution, see Figure 4.3.

This option is used e.g. when the user does not want to go into the “detailed” level of
the temperature measurement, or if the “detailed level” setup does not fit sufficiently
well to the temperature element and transmitter at hand. The user must then
document the input value used for the relative expanded uncertainty of the
temperature measurement (the *“given uncertainty”), and its confidence level and
probability distribution.
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Ig > Farening Research
EMU - Turbine Fiscal Oil Metering Station
Temperature measurement in meter run
Select level of input:
OVERALL INPUT LEVEL
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty  Uncertainty Coefficient  Variance
Temperature measurement 015 ¢ [ 95 % (normal) | [ E] | [ 0075 ¢ | 1 | [5.63E03 i*C2
Temperature Measurement Sum of variances, ug(T) (°C)z
Caombined Standard Uncertainty, us(T) °C
Expanded Uncertainty (35% confidence level, k=2), k uy(T) "C
COperating temperature, T [ mE ¢
Relative Expanded Uncertainty (85% confidence level, k=2), k Er %
Figure 4.3 The “T” worksheet in the program EMU - Turbine Fiscal Oil Metering Station,
shown for the “overall level”” option.
4.42  Detailed level

When the “detailed level” is chosen for specification of input uncertainties to
calculation of the temperature measurement uncertainty, the user specifies the
uncertainty data of the temperature element and transmitter in question, together with
the accompanying confidence levels / probability distributions. Cf. Table 3.5. The
user must himself document the input uncertainty values for the temperature
measurement, e.g. on basis of a manufacturer data sheet, a calibration certificate, or
other manufacturer information.

In Table 3.4 the uncertainty figures given for the Rosemount 3144 Smart
Temperature Transmitter [Rosemount, 2001] used in combination with a Pt 100
temperature element, have been specified. These are the same as used in Table 3.5,
see Section 3.2 for details. A blank field denoted “type of instrument” can be filled in
to document the instrument evaluated, for reporting purposes.

In addition to the input uncertainty data, the user must specify the “time between
calibrations”. The “ambient temperature deviation” is calculated by the program from
data given in the “Oil parameters” worksheet.

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 95

In addition to the “usual” temperature transmitter input uncertainties given in the
worksheet, a “blank cell” has been defined, where the user can specify miscellaneous
uncertainty contributions to the temperature measurement not covered by the other
input cells in the worksheet. The user must then document the input value used for
the “miscellaneous uncertainty” of the temperature measurement, and its confidence
level and probability distribution.

Norske "
) Sivilingenigrers ELzisnanl
IQ 7 Farening Research
EMU - Turbine Fiscal Oil Metering Station
Temperature measurement in meter run
Select level of input:
DETAILED INPUT LEVEL
Type of instrument:
Ambient temperature deviation [ 20 Jc I
Time between calibrations munths
Given Confidence Level Type of Standard Sensitivity

Input variahle Uncertainty (probability distr.) uncertainty  Uncertainty Coefficient  Variance
Temperature element and transmitter 'C [ 99 % omall | | A | [00333333 ¢ | 1 | [L1EDS Jror
Stability Max(___ 01 <

[ 04 Jemtvrdmonths) [ 99 % (normah | | E] | [ooseasealc [ 1 | [31BE-13 Jrer
RFI effacts [ oa e [ 99% pnormall | | A | [ooEEa@sae [0 | [ 11E-03 ]y
Ambient temperature effect 'CJ“C [ 99 % [normal) | ] B | [ oo e | 1 | [1.00E-04 Jecy
Stahility - termperatura element 'C [ % % momall | | & | [ 0o Jc | 1 | [B25E-04 Jrop
[ | I [ % % momall | | E | i Jic | 1 | [0.00E+10 ]yt
Temperature Measurement Surn of variances, u(T)° (“C)2

Combined Standard Uncertainty, us(T) °C

Expanded Uncertainty (85% confidence level, k=2), k u.(T) °C

Operating temperature, T °C

Relative Expanded Uncertainty (95% confidence level, k=2), k Er %

Figure 4.4 The “T” worksheet in the program EMU - Turbine Fiscal Oil Metering Station,
shown for the ““detailed level’ option. (Corresponds to Table 3.5).
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4.5 Pressure measurement uncertainty
The worksheet “P” for evaluation of the expanded uncertainty of the pressure
measurement in the meter run is shown in Figure 4.5 and Figure 4.6, for the “overall
level” and the “detailed level”, respectively. These are described separately below.
451  Overall level

When the “overall level” is chosen for specification of input uncertainties to
calculation of the pressure measurement uncertainty, the user enters only the relative
expanded uncertainty of the pressure measurement, and the accompanying
confidence level / probability distribution, see Figure 4.5.

B Norske p——
48 Sivilingeniarers S
g Forem“g Research

EMU - Turbine Fiscal Oil Metering Station

Fressure measurement in meter run

. . Owerall input level
Select level of input: Detailed input level

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty  Uncertainty Coefficient  Variance
Pressure measurement [ 0.016 |bar [ 95 % (normal) || B | [ 0008 Jbar [ 1 | [ 6.40E-05 |bar
Pressure Measurement Sum of variances, (P} har1
Combined Standard Uncertainty, ue(F) bar
Expanded Uncertainty (85% confidence level, k=2), k u.(P) bar
Operating Static Pressure, P barg
Relative Expanded Uncertainty (95% confidence level, k=2), k Ep %

Figure 4.5 The “P”” worksheet in the program EMU - Turbine Fiscal Oil Metering Station,
shown for the “overall level” option.

This option is used e.g. when the user does not want to go into the “detailed level” of
the pressure measurement, or if the “detailed level” setup does not fit sufficiently
well to the pressure transmitter at hand. The user must then document the input value
used for the relative expanded uncertainty of the pressure measurement (the “given
uncertainty”), and its confidence level and probability distribution.
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452 Detailed level

When the “detailed level” is chosen for specification of input uncertainties to
calculation of the pressure measurement uncertainty, the user enters the uncertainty
figures of the pressure transmitter in question, in addition to the accompanying
confidence levels / probability distributions. Cf. Table 3.6 and Section 3.3.

ﬁ | SNigﬁsilr(leeniarers Christisn
49 8% Forening Researeh”
EMU - Turbine Fiscal Qil Metering Station
Pressure measurement in meter run
Select level of input:
DETAILED INPUT LEVEL
Type of instrument:
Maxirmurm calibrated static pressure I 20.6 Joeara
Minimurm calibrated static pressure barg
Calibrated span bar
Upper Range Limit (URL) barg
Arnbient temperature deviation [ a0 e
Time between calibrations Emomhs
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probahility distr.) uncertainty  Uncertainty Coefficient  Variance
Transmitter [ 005 Jwspan [ 99 % [ormal) I A | [0.0033333 Jear | | | [1.11E-05 |bar?
Staility [ 0025  J%URLi1yea] 59 % (normal) [ B | [O0017167 Jear | 1 | [2.95E-06 |bar
RFI effacts I 0.1 Jwspan [ 89 % [normal) I A | [0.00BEEET Jsar | 1 | [4.44E-05 |bar
Ambient temperature effect (%URL
+] 003 Jwspan) [ 99 % (normal) I B | [0.0017229 Jwar | 1 | [2.97E-06 |bar?
Atmospheric pressure [ 0 Joar [ 99 % (normal) [ B [ 1] Jkar [ 1 | [0.00E+00 ]bar
[ [ Joar [ 95 % [normal) I B | 0 Jbar [ 1 | [0.00E+00 |bar
Pressure Measurement Sum of variances, uc(F')2 bar1
Combined Standard Uncerainty, us(F) har
Expanded Uncertainty (#5% confidence level, k=2), k u.(F) bar
Operating Static Pressure, P barg
Relative Expanded Uncertainty (95% confidence level, k=2, k Ep %

Figure 4.6

The “P” worksheet in the program EMU - Turbine Fiscal Oil Metering Station,

shown for the ““detailed level” option. (Corresponds to Table 3.7).

In Figure 4.6 the uncertainty data specified for the Rosemount 3051P Reference
Class Smart Pressure Transmitter [Rosemount, 2002a] have been used, cf. Table 3.6.
A blank field denoted “type of instrument” can be filled in to document the actual

instrument being evaluated for reporting purposes.
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4.6

46.1

In addition to the input uncertainty values, the user must specify a few other data,
found in instrument data sheets. By selecting the “maximum” and “minimum
calibrated static pressure”, the program automatically calculates the “calibrated
span”. The “URL” is entered by the user. The “ambient temperature deviation” is
calculated by the program from data given in the “Oil parameters” worksheet. Also
the “time between calibrations” has to be specified.

In addition to the “usual” pressure transmitter input uncertainties given in the
worksheet, a “blank cell” has been defined, where the user can specify miscellaneous
uncertainty contributions to the pressure measurement not covered by the other input
cells in the worksheet.

The user must himself document the input uncertainty values used for the pressure
measurement (the “given uncertainty”), e.g. on basis of a manufacturer data sheet, a
calibration certificate, or other manufacturer information.

Density measurement uncertainty

The worksheet “Density” for evaluation of the expanded uncertainty of the density
measurement in the meter run is shown in Figure 4.7 and Figure 4.8, for the “overall
level” and the “detailed level”, respectively. These are described separately below.

Overall level

When the “overall level” is chosen for specification of input uncertainties to
calculation of the density measurement uncertainty, the user specifies only the
relative expanded uncertainty of the density measurement, and the accompanying
confidence level and probability distribution, see Figure 4.7.

This option is used e.g. when the user does not want to go into the “detailed” level of
the density measurement, in case a different method for density measurement is used,
or if the “detailed level” setup does not fit sufficiently well to the densitometer at
hand. The user must then document the input value used for the relative expanded
uncertainty of the density measurement (the “given uncertainty”), and its confidence
level and probability distribution.
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Michelsen
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Density measurement

EMU - Turbine Fiscal Oil Metering Station

. . Overall input level
Select level of input: Detailed input level

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity

Input variable Uncertainty probabhility distr.) uncertainty Uncertainty Coefficient Variance

Density measurermnent [ 0.31 kgime [ 95 % (normal) ] B | [ 0155 Jkain| 1 ] [Z A0E02 (kg2

Density Measurement Sum of variances, up(g) (kgi’m’)z
Combined Standard Uncertainty, u.(g) kgfmG
Expanded Uncertainty (95% confidence level, k=2), k u.(g) kgfmG
Qil density at densitometer, py 778 kg/m?®
Relative Expanded Uncerainty (35% confidence level, k=2), k Ep [ 00399 |%

Figure 4.7 The “Density”” worksheet in the program EMU - Turbine Fiscal Oil Metering Station,
shown for the ““overall level”” option.

46.2 Detailed level

When the “detailed level” is chosen for specification of input uncertainties to
calculation of the density measurement uncertainty, the user specifies the uncertainty
figures of the online installed vibrating element densitometer in question, in addition
to the accompanying confidence levels / probability distributions. Cf. Table 3.10. The
user must himself document the input uncertainty values for the density
measurement, e.g. on basis of a manufacturer data sheet, a calibration certificate, or
other manufacturer information.
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EMU - Turbine Fiscal Oil Metering Station
Density measurement
Select level of input:
DETAILED INPUT LEVEL
Type of i
k1B
K19
ka0
K208
K2ia
i
Calibration temperature “C
Calibration pressure bara
Time between calibrations Emumhs
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance
Densitometer accuracy [ 045 Jrame [ ®m%momal | [ B | [ 0075 kg 2.09E071 ] [EEIED3 |ikyimeF
Stability [ 045 Jeamewear [ 95 %oma) ][ B | [ 0075 Jkgm| 1.00E+00 | [5.63E03 | (ke/m?F
Repeatability [ 002 Jkame [ 95 % normall | | A | [ 001 kg 1.00E+00 [T.00E-04 | tkegmey?
Temperature comection model [ 0005 Jeomre [ 95 % (ormal | | A | [ 01075 Jkgme] 1.00E+00 | [TABE-02 | tkgmep
Pressure comection model [ 0003 Jeamemwar [ 95 % (norma | | A | [ 002625 kg 1.00E+00 | [ F.BIE-04 |tkgfme
Densitometer temperature measurement 'C [0.0782527 "¢ [-1.58E03 Jkg/m¥°C [ 1.53E-08 |(kg/mi?
Densitorneter pressure measurerment [ 001568 Jber [0.0078403 Joar [-2.99E-02 |kg/rribar [ 5.50E-08 | (kg/m?
[ | [ 0 ke [ 95% fnormall | | B ] i [iegms[_1.00E-+00 | [0.00E-+00 | tkafmd?
Density Measurement Sum of variances, (g) (kgfrn“’)2
Combined Standard Uncertainty, us(g) kgi'm“
Expanded Uncertainty (35% confidence level, k=2, k ug(s) kgt’mz
Qil density at densitometer, oy kgﬂ’mG
Relative Expanded Uncertainty (95% confidence level, k=2), k Ep %

Figure 4.8

The “Density”” worksheet in the program EMU - Turbine Fiscal Oil Metering Station,

shown for the ““detailed level” option. (Corresponds to Table 3.10).

In Figure 4.8 the uncertainty figures specified for the Solartron Model 7835 Liquid
densitometer [Solartron, 2001b] have been used, cf. Table 3.8. These are the same as
used in Table 3.10, see Section 3.4 for details. A blank field denoted “type of
instrument” can be filled in to document the actual instrument being evaluated, for

reporting purposes.

The input uncertainty of the densitometer temperature (T4) and the densitometer
pressure (Py) are taken from the “T-density” and *“P-density” worksheets. The
densitometer calibration pressure and calibration temperature are taken from the “Oil
parameters” worksheet. See discussions in section 3.4 for more details.
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4.7

In addition to the input uncertainty values, the user must specify six liquid
densitometer constants, Kig, Kig, Kaoa, Koo, Ka1a, K21g, defined in Section 3.4.1.

In addition to the “usual” densitometer input uncertainties given in the worksheet, a
“blank cell” has been defined, where the user can specify miscellaneous uncertainty
contributions to the density measurement not covered by the other input cells in the
worksheet. The user must then document the input value used for the “miscellaneous
uncertainty” of the densitometer measurement, together with its confidence level and
probability distribution.

Reference density

In the worksheet denoted “Ref. density” shown in Figure 4.9 the user must enter data
for the API constants K3, Ko, A, B, C and D used in calculation of the compressibility
factors (cf. Table 3.12 and Section 3.5.2 for details).
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EMU - Turbine Fiscal Oil Metering Station
Reference density calculation

Pressure (densitometer conditions) 175 Jbarg

Temperature (densitometer conditions) [ & ¢

Qil density (densitometer conditions) kgfm“

0il parameters

AP Constant, Ky

AP| Constant, Ky II

APl Constant, A

AP Constant, B

ARtCanstant, C @ Use automatically calculated value for the reference density

APl Constant, D ' Use manually given value for the reference density

Base pressure, Pby bara

Equilibriurm vapour pressure, Peg hara

Reference density, calculated, grer kgfm“

Reference density, used, gt kgfm“

ctig

Cpld

Given Confidence Level Type of Standard Sensitivity

Input variahle Uncertainty probability distr.) uncertainty Uncertainty Coefficient Variance

Temperature at densitometer [018es0539 J°c [ 95 % (normal) | [ 7esED2 ¢ [ 744E01 Jkgm¥C [ 33903 |tkgime

Pressure at densitometer 0.0155E066 |har 55 % (normal] [ 784E03  |bar [ BATE-O2 |kg/m¥bar [ 435E-07  |tkim

Equilibrium vapour pressure, Peg | 0 Wbar ‘ Standard ‘ ‘ B | ‘ 0.00E+0 |bar ‘ 841E-02 ‘kgfm“t‘bar ‘ 0.00E+10 ‘(kg/mz)2

Base pressure, Phy [ o TJear | Standard | B | [ DO0E0 bar [ BAIEDZ |kgm¥bar | D.OOEH00  |(kefmiR

Density measurermnent 0.307 14471 Jkgérm? 95 % (normal] [ 154ED01 kgt [ 9B0E-D1 | [ 2A7E02 Jtkgtmep

Coua (model) [ 3.00e04 ] [ % %pomal) | | B | [ reoEn4 | [ 7436402 Jkgim [ 124E02 |tkofrdR

Cag (model) [ 7.15E04 ] [ Standard | B | [ 7isE ] [ 7B0E+02 Jkgim® [ 3TIEDT Jtkgfm?

Reference density calculation Sum of variances, Ucfﬂm)i (I-(g/m“)2
Combined Standard Uncertainty, u(oef) kgfm’
Expanded Uncertainty (85% confidence lavel, k=2), k Us(frer) kgfm“
Reference Density, frer kgfm“
Relative Expanded Uncertainty (95% confidence level, k=2), k Egrer %

Figure 4.9 The “Ref. density” worksheet in the program EMU - Turbine Fiscal Oil Metering
Station. (Corresponds to Table 3.18).

4.8 K-factor uncertainty

In the worksheet denoted “K-factor” shown in Figure 4.10 and Figure 4.11 the user
must enter the measured turbine meter pulses during proving in addition to the
uncertainty figures of the input quantities in use. The user may select a full or
simplified uncertainty model. Cf. Section 3.8 for details.
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Select level of input: model

Sim| d uncert
Full uncertainty model

FULL UNCERTAINTY MODEL

Covariance

Measured turbine meter pulses, MRp Cubic expansion, EM [ 338605 J1m
Internal pressure of prover inlet and autlet, Pyg harg Reference density, per kg/m“
Temperature of prover inlet and outlet, T,a “C Base volume of prover m“
Line pressure {at turbine meter while proving), P [ 18 Jbarg Ctlm
Line ternperature (at turbine meter while proving), T [ & ¢ Cplrn
Base pressure, Pb, bara Ctsp
Equilibrium vapour pressure, Peg hara Cpsp
Internal diameter of prover pipe, OP rnm Ctlp
Modul of elasticity, prover, EMP harg Cplp
Wall thickness of prover, TP [ 142 Jmm K-factor (313885748 |Pime

Given Confidence Level Type of Standard
Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance
Prover pressure 0.01565066 |bar 95 % (normal) [0.007840328 Jbar [ -4.0FE-01 |Pimban[ _ 1.02E-05  |(Pimd?
Prover temperature 0.15650539 |°C 95 % (normal) [0.078252693 |°c [ 3.00E+00 |Pime=C) [ SS1E-D2 |(Pimd?
Line pressure (at turbine while proving) 0.01568066 |bar 95 % (normal) [0.007640326 Jbar [ 3.59E-01 |Pimban[ _ 7.93E-06 |(P/md?
Equilibrium wapour pressure [ 0 Yoar [ Standard | B [ 0 Joar [ D.O0E+00 |Psr®bar) [ D.00E+D (P
Base pressure [ 0 Yoar [ Standard | B [ 0 Joar [ D.O0DE+D0 |Psr®bar) [ D.00EHID (P
Line temperature (at turbine while proving)  [0.15650639 ]°C [ 95 % (narmal) | [(0078252693 |°¢ [ -3.10E+00 |Péme °C) [ G.90E02_|(PineF
Inner diameter of prover [ 0.001607 Jrmm | Standard | 3] [ 0.000007607 |m [ 1.98E+00 |Pimem) [ S77E12 (e
Prover modulus of elasticity [ 5085 bar | Standard .| B [ 5085 lbar [ 426E07 |PimTban[  AB7EDE |(PéreR
wall thickness (prover pipe) [0.00499625 | Standard .| B [ 499626606 |m [ B0BE+D1 |Pimem) [ S16EDB  |(Psmde
Thermal expansion cosfficient (prover) [ 8.38E08 Y1 | Standard | B [ BarsED8 |1k [157EHE P K [ 172E04  |iParep
Standard reference density [ 118108325 Jkg/me [ 95 % (normal) | [ 0590541627 |kg/me [ D.ODE+I0 |Pekg [ oooE+0 PR
Number of pulses counted [ 0045046 1P | Standard .| B [IETE [ 3.48E02 J1me [ 246E0E |iPmrie
Prover valume [00055 Jme | Standard | B [ oo0s5  |me [10EH02 |Pémemd) [ 3BIE-D1_|(PémiR
Cpim volume correction model [ 3.00E04 ] [ % moman | | B [ oomis ] [313E403 Jpims [ 221E01 |(Prmi
Cyim, volume correction model [ 7.15e04 ] [ Standard | B [ o.o00715046 | [3.29E+03 [pime [ 555E40 |(Prmry?
Cyip volume correction model [ 3.00e04 ] [ % moman | | B [ oomis ] [313E+3 [P [ 221E01 (PR
Cyp volume correction model [ 715604 ) [ Standard | B [ o.oo0715046 | [320E+03 |pre | 6.65E+00 |(Pime
Crep volume correction model [ o ] [ Standard | B [ i | [3.13E+03 [P | D.00E+00 (i
Cpsp volume correction model [ o ] [ Standard | B [ 0 | [-34E403 [Pim [ D.00E#00 |(Pre
Linearity, K-factor estimate [ 235411 JPim | Standard | B [ 235411 |Pime [ 1.00E+O0 ] [ 5E4E+00 (P
Repeatability, K-factor estimate [ 031388 JPir® [ Standard | B [ 031388 |Pim® [ 1.00E+D0 ] [ 985E02  |(PHry
Signal communication and
flow computer (calculations) [0.00156941Fsre [ Standard | B [ 000156941 |Pime [ 1.00E-ID | 2ABE-DE_ |(Pir?

TABE+DT ] (Pim

K-factor measurement

Sum of wariances, u.s(Krfactnr)2
Combined Standard Uncertainty, u,{K-factar)
Expanded Uncertainty (85% confidence level, k=2, k uc{K-factor)

K-Aactor

Relative Expanded Uncertainty (95% confidence level, k=2), k Exsactor

B.12E+I0 (P
2473428 Pim®

4 84BB5E772 | Pim®
3135887431 |Pim®

0.1576 %

Figure 4.10

Fiscal Oil Metering Station. (Corresponds to Table 3.20).

The “K-factor”” worksheet (full uncertainty model) in the program EMU - Turbine
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implified uncertainty model

Full uncertainty model

Select level of input:

Measured turbine meter pulses, MRp

SIMPLIFIED UNCERTAINTY MODEL

90092

Cubic expansion, EM

J36ED5 1K

Covariance

Internal pressure of praver inlet and outlet, Ppg barg Reference density, fres kgfm"
Temperature of prover inlet and outlet, Tpa °C Base volume of prover mi
Line pressure (at turbine meter while proving), P [ 18 barg Ctlm
Line temperature (at turbine meter while proving), T °C Cplm
Base pressure, Ph, hara Ctsp
Equilibriurn vapour pressure, Pe, hara Cpsp
Internal diameter of prover pipe, DP mm Ctlp
Madul of elasticity, prover, EMP barg Cplp
Wall thickness of prover, TP mm K-factor me“

Given Confidence Level Type of Standard Sensi
Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance
Prover temperature 0.15650533 |°C 55 % (normal) [0.o0vg2s2693 J°c [ B.00E+D0 |PémeeCy [ S51E02  |(Pimd?
Line temperature (at turbine while proving)  [0.15850539 |°C [ 95 % (normal) | [[0.078252653 |°¢ [ -3.10E+00 |P#m®°c) [ 580E-D2  |(Pim??
Number of pulses counted [ 0o45046 P | Standard | B | [ oo P [ 348E02 |1/me [ 246ED6  |(Prmee
Praver volurme [ 00055 e | Standard ] B | [ oooss  Jwe [A10E+02 |Pémer) [ 3E3EDT  |(PimdR
Cpim v0lume correction model [ 3.00E04 ] [ s5% qomaly | | B | [ oomois ] [313E4a8 Jpme [ 221E01  |(Pimee
Cam, valume correction model [ 7.15E04 ] [ Standard | ] B | [ 0000715045 | [ 329403 JPime [ ss5E400 |(Pime
Cyip volurne correction model [ 3.00e04 ] [ s5%momay ]| | B | [ oooois ] [313E+438 Jpime [ 22001 |Pimee
Cyp ¥olurme correction model [ 7.15E04 ] [ Standard | B | [ 0000715045 | [ 3296403 |pime [ s55E400 |(Pimee
Linearity, K-factor estimate [ 235411 JPire | Standard | B | [ 235411 JPame [1LODE+DD | [ 554EH0 (P2
Repeatability, K-factor estimate 031388 Pim® | Standard | B | [ 03138 JPmm® [1.ODE+DD | [ o8sE0z  |Pim?

-1 1BEHI |(Pfm®?

K-factor measurement

Sum of variances, LIC(K-fEElDV’)Z

Combined Standard Uncertainty, ug(K-factor)

Expanded Uncertainty (35% confidence level, k=2), k u(K-factar)

K-factor

Relative Expanded Uncertainty (35% confidence level, k=2), k Extacter

612E400  |(Pimae

494677591 [Pim#
3138.887481  |P/md

0.1576 %

Figure 4.11

The “K-factor”” worksheet (simplified uncertainty model) in the program EMU -

Turbine Fiscal Oil Metering Station. (Corresponds to Table 3.23).
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4.9

Metering station uncertainty

In the worksheet denoted “Metering station” shown Figure 4.12 the user must enter
the standard volumetric flow rate for which the uncertainty shall be calculated. All
other values besides from the specification of uncertainties for Cym, Cpim and Pulses
counted per second are taken automatically from the previously described

worksheets.

Covariance terms

Christian
Michelsen

m Research

EMU - Turbine Fiscal Oil Metering Station

Metering station

Standard volumetric flow rate Smﬂfh (1 mfs corresponds to 53335 Sm¥h)

K-factor pu\seai’m“

Cim

Cplm

Pulses counted per second, MRy pu\sest‘s

Given Confidence Level Type of Standard Sensitivity

Input variable ty (probability distr.) inty Uncertainty ffici Variance

Line temperature, T [orsEEmE39 ] [ 95 % (normal) | [ n07a252893 |°c [ -9.83ED1 |Sm¥heC [ BOOEO3 |(Smehy

Line pressure, P [O.0756B0EE |bar [ 95 % (normal) [(0.007820328 [bar [ 113ED1 |Srtvbar [ 7.8IED7 |(Smh)

Reference density, fre [ 116108325 kg | 95 % (romal__| [[o.5a0541627 [kadme [ 115E01 | Smemitkgdm?) (Sm"ﬂ‘h)’

Pulsss counted per sacond, MRy, [oo08 JPis [ %5 % oma) | | B | [ ooms  |rs [1A0E00 |Smvniprey [ 2HMED5 |Ememy

K-factor (494888577 |Pim® [ 95 % (normal) | 2473427836 |Pirt [ 318E01 |Sm¥hiPrmd [ B.21E01 (Sm¥h)?

Cpm volums conrsction model [ oooms ] [ % %moma) | | 5 | [ oooms | [9sEE2 |smm [ 224E02 |ismempe

Cam volume correction model [ooows ] [ ®%omay | [ 8 | [ oowvis | [ 1.05E+03 |Smeh [ sE1ED |ismemye

S120E02  |(Smh)y®

Vol ic flow rate

[[120F00_ sy
(o677 Jsmem
(2193053659 Jsmivm
(1000 Jsmem
[0z ]

Sum of variances, uc(q\,sjz
Cormbined Standard Uncertainty, Us(ths)
Esxpanded Uncertainty (95% confidence level, k=2), k ug(th:)

wWolumetric flow rate at standard conditions, dys

Relative Expanded Uncertainty (95% confidence level, k=2), k Egy:

Figure 4.12

The “Metering station” worksheet in the program EMU - Turbine Fiscal Oil

Metering Station.
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4.10

4.10.1

Graphical presentation of uncertainty calculations

Various worksheets are available in the program EMU - Turbine Fiscal Oil Metering
Station to plot and display the calculation results, such as curve plots and bar-charts.
These worksheets are described in the following.

Uncertainty curve plots

Plotting of uncertainty curves is made using the “Graph” worksheet. Editing of plot
options is made using the “Graph menu” worksheet (“curve plot set-up”).

Plotting of the relative expanded uncertainty can be made for the standard volume
flow rate (i.e., the volumetric flow rate at standard ref. conditions), Q,

The relative expanded uncertainty can be plotted as a function of
» Axial flow velocity,
» Standard volume flow rate, Q,

Axes may be scaled according to user needs (automatic or manual), and various
options for curve display (points only, line between points and smooth curve*’) are
available.

47

For the “smooth curve” display option, the default method implemented in Microsoft Excel 2000
is used.
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BE-

Relative Expanded Uncertainty
of vol. flow rate at st. cond. [%]

Norske
Sivilingenierers Christian

2 Forenin Michelsen
g Research

EMU - Turbine Fiscal Oil Metering Station

0.3

0.25

o
(¥

o
—_

(95 % confidence level)
o
o

0.05

0 2 4 6 8 10

Axial flow velocity [m/s]

Figure 4.13  The “Graph” worksheet in the program EMU - Turbine Fiscal Oil Metering Station

(example).

Figure 4.13 shows an example where the relative expanded uncertainty of the
standard volume flow rate (at a 95 % confidence level and a normal probability
distribution, with k = 2) is plotted as a function of the flow velocity.

4.10.2 Uncertainty bar-charts

Plotting of bar charts is made using the “NN-chart” worksheets. Editing of bar chart
options is made using the “Graph menu” worksheet (“bar-chart set-up” section). Bar
charts are typically used to evaluate the relative contributions of various input
uncertainties to the expanded uncertainty of the “measurand” in question.

Such bar-charts are available for the following seven “measurands”:

Pressure measurement (“P-chart” worksheet),

Pressure measurement (“P-density-chart” worksheet),
Pressure measurement (“P-prover-chart” worksheet),
Temperature measurement (“T-chart” worksheet),
Temperature measurement (“T-density-chart” worksheet),
Temperature measurement (“T-prover-chart” worksheet),
Density measurement (“D-chart” worksheet),

Reference density calculation (“D-ref-chart” worksheet),
K-factor calculation (“K-factor-chart” worksheet), and
Oil metering station (“MetStat-chart” worksheet).

NFOGM, NPD, CMR, NIF Revision 2, March 2003
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As for the "Graph" worksheet, axes may be scaled according to user needs (automatic
or manual). These bar charts are described separately in the following.

Since the three pressure and temperatures charts are generally equal in layout and
content, only the “P-chart” and “T-chart™ worksheets are shown here.

4.10.2.1 Pressure

The pressure-measurement bar chart is given in the “P-chart” worksheet. Figure 4.14
shows an example where the contributions to the expanded uncertainty of the
pressure measurement are plotted (blue), together with the expanded uncertainty of
the pressure measurement (green).

ﬁ Norsle
Sivilingenigrers
-'igk Forening

EMU - Turhine Fiscal 0il Metering Station

Contributions to the expanded uncertainty of pressure measurement at line conditions

Transmitter uncertainty

Stability, transmitter

RFI effects

i

Ambient temperature effect, transmitter

Atmospheric pressure

Miscellaneous

Pressure measurement

0 0.005 0.01 0.015 0.02

Expanded uncertainty, k = 2 (95 % conf. lavel) [bar]

Figure 4.14  The “P-chart” worksheet in the program EMU - Turbine Fiscal Oil Metering Station.

4.10.2.2 Temperature

The temperature-measurement bar chart is given in the “T-chart” worksheet. Figure
4.15 shows an example where the contributions to the expanded uncertainty of the
temperature measurement are plotted (blue), together with the expanded uncertainty
of the temperature measurement (green).
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Element and transmitter uncertainty |

Stability, transmitter

RFI effects, transmitter |

Ambient temperature effect, transmitter '
Stability, temperature element

Miscellaneous

Temperature measurement

"% Norsle
¥ Sivilingenigrers
Forening

EMU - Turbine Fiscal Qil Metering Station

Contributions to the expanded uncertainty of temperature measurement at line conditions

0 0.05 0.1 0.15 0.2
Expanded uncertainty, k = 2 (95 % conf. level) [°C]

Figure 4.15  The “T-chart” worksheet in the program EMU - Turbine Fiscal Oil Metering Station.

4.10.2.3 Density

The density-measurement bar chart is given in the “D-chart” worksheet. Figure 4.16
shows an example where the contributions to the expanded uncertainty of the density

measurement
measurement

Densitometer accuracy i

Stahility
Repeatabhility

Temperature corr

Pressure correction model

Densitometer tem

Densi pressure ement

are plotted (blue), together with the expanded uncertainty of the density
(green).

fias. Norske
"3 Sivilingenigrers
o A g ning

EMU - Turbine Fiscal Oil Metering Station

Contributions to the expanded uncertainty of density measurement

ection model

B

perature measurement

Miscellaneous

Density measurement

Figure 4.16

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

Expanded uncertainty, k = 2 (95 % conf. level) [kg/md

The “D-chart” worksheet in the program EMU - Turbine Fiscal Oil Metering Station.
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4.10.2.4 Reference density

The reference density calculation bar chart is given in the “D-ref-chart” worksheet.
Figure 4.17 shows an example where the contributions to the expanded uncertainty of
the reference density calculation are plotted (blue), together with the expanded
uncertainty of the calculated reference density (green).

Norske Christian
Sivilingeniprers Michelsen
Forening Research

EMU - Turbine Fiscal Oil Metering Station

Contributions to the expanded uncertainty of the reference density

Temperature at densitometer
Pressure at densitometer
Equilibrium vapour pressure, Pea
Base pressure, Pha

Density measurement

Cpld (model)

Ctld (model)

Reference density

L]

0 0.2

0.4 0.6 0.8 1 1.2 14

Expanded uncertainty, k = 2 (95 % conf. level) [kg/m?

Figure 4.17  The ““D-ref-chart” worksheet in the program EMU - Turbine Fiscal Oil Metering

Station

4.10.2.5 K-factor

The K-factor calculation bar chart is given in the “K-factor-chart” worksheet. Figure
4.18 shows an example where the contributions to the expanded uncertainty of the K-
factor calculation are plotted (blue), together with the expanded uncertainty of the K-

factor (green).
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Prover pressure

Prover

Line pressure (at turbine while proving)
Equilibrium vapour pressure

Base pressure

Line temperature (at turbine while proving)
Inner diameter of prover

Prover modulus of elasticity

Wall thickness (prover pipe)

Thermal expansion coefficient (prover)
Standard reference density

Humber of pulses counted

Prover volume

Cplm volume correction model

Ctlm volume correction model

Cplp volume correction model

Ctlp volume correction model

Ctsp volume correction model

Cpsp volume correction model
Linearity, K-factor estimate
Repeatability, K-factor estimate

Signal comm. and flow comp. (calculations)
Covariance

K - factor

Figure 4.18
Station.

Naorslea
1 Sivilingenigrers
29" Forening
EMU - Turhine Fiscal Oil Metering Station

Contributions to the expanded uncertainty of the K - factor
' ' ' |
==
|

-8 -6 -4 -2 0 2
Expanded uncertainty, k = 2 (95 % conf. level)

4
[P/m?]

The “K-factor-chart™ worksheet in the program EMU - Turbine Fiscal Oil Metering
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4.10.2.6 Oil metering station

411

The oil metering station bar chart is given in the “MetStat-chart” worksheet. Figure
4.19 shows an example where the contributions to the expanded uncertainty of the
standard volume flow rate are plotted (blue), together with the expanded uncertainty
of the standard volume flow rate (green).

ﬁ HNorske
Sivilingeniprers
:Im Forening

EMU - Turbine Fiscal Oil Metering Station

Contributions to the relative expanded uncertainty of Q
(the volumetric flow rate at standard conditions),
at 1000 Sm¥h

Line temperature, T :l

Line pressure, P

Reference density, pro :l

Pulses counted per second, MRm

K-factor |
Cplm volume correction

Ctlm volume correction |
Covariance terms I: I

Total for qvs
{vol. flow rate at st. ref. cond.)

-0.5 0 0.5 1 1.5 2 2.5
Expanded uncertainty, k = 2 (95 % conf. level) [Sm3h]

Figure 4.19  The “MetStat” worksheet in the program EMU - Turbine Fiscal Qil Metering Station.

Summary report - Expanded uncertainty of the Turbine fiscal oil
metering station

A “Report” worksheet is available in the program EMU - Turbine Fiscal Oil
Metering Station to provide a condensed report of the calculated expanded
uncertainty of the Turbine fiscal oil metering station. For documentation purposes,
this one-page report can be used alone, or together with printout of other worksheets

in the program.

Blank fields are available for filling in program user information and other
comments. Also some of the settings of the “Oil parameter” and “Turbine meter and
Prover setup” worksheets are included for documentation purposes.
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g{o!’ls.ke . Christian
ivilingeniarers Michelsen

Forening Research

A0
EMU - Turbine Fiscal Qil Metering Station
Uncertainty evaluation report

Calculation performed by

Date 14-mar-2003

OPERATING CONDITIONS, METER RUN DENSITOMETER CONDITIONS

Line pressure (static), P 18 barg Pressure at density transducer, Py 17.5 barg

Line temperature, T 55 °C Temperature at density transducer, Ty 53 °C

Ambient (air) temperature, Ty, 0-°C Oil density at densitometer, gy 778 kg/m®
Calibration temperature, T, 20 °C

PROVING CONDITIONS Calibration pressure, P, 1.0133 bara

Ave internal pressure of prover inlet and outlet, Py 18 barg

Average temperature of prover inlet and outlet, Tyg 55 °C

Pressure at turbine meter 18 barg BASE AND EQUILIBRIUM YAPOUR PRESSURE FOR THE OIL

Temperature at turbine meter 65 °C Base (reference or standard) pressure, Py, 1.0133 bara

Inner diameter of prover pipe, DP 4445 mm Equilibrium vapour pressure, Pe, 10133 bara

User comments:

Flow rate at standard

reference conditions, Q: Flow velocity, vy:
1000 Smh 1.875 mis
Rel. Expanded Contribution
Standard Uncertainty to
Unit Value Uncertainty 95 %c. |, k=2) kEq

Line temperature, T °C 65 0.1565 0.0926 % 0.0155 %
Line pressure, P barg 18 0.0157 01742 % 0.0002 %
Reference density, pye kg/m? §11.2403 1181 02912 % 0.0136 %
Pulzes counted per second, MRm Pis 911.5089 0.0090 0.0020 % 0.0010 %
K-factor Pim® 3138.8875 4 9469 03152 % 0.1676 %
Com volume carrection model - 1.0020 0.0003 0.0599 % 00299 %
Cy wolume carrection model - 09547 0.0014 0.2996 % 0.1498 %
Covariance terms - - - - 00212 %
‘Volumetric flow rate

at standard reference conditions, @ Smh 1000 1.0968 02194 % 02194 %

Figure 4.20  The “Report” worksheet in the program EMU - Turbine Fiscal Oil Metering Station.

4,12  Listing of plot data

A worksheet is available in the program EMU - Turbine Fiscal Oil Metering Station
to provide listing of data involved in the uncertainty evaluation.
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dy
4O,

Plot data

Norske
J Sivilingenierers
Farening

EMU - Turbine Fiscal Oil Metering Station

Christian
Michelsen

Research

Plot data for the "Graph™ . sheet

First column: Flow velacity, [m/s]

0.937465 0.219362
1381528 0.219357

1.82559 0.219355
2.269652 0.219355
2.713715 0.219354
3157777 0219354

3.60184 0.219354
4.045902 0.219354
4.489965 0.219354
4.934027 0.219353
5.370089 0.219353
5.822152 0.219353
6.266214 0.219353
6.710277 0.219353
7.154339 0.219353
7.598402 0.219353
8.042464 0.219353
8.486526 0.219353
8.930589 0.219353
9.374651 0.219353

Second column:  Rel exp. uncertainty of vol. flow rate at
st. ref. cond. [%] (95 % confidence level)

Plot data for the "Met.stat.chart” - sheet

All data: expanded uncerainty (k=2) (Sm%h)

Line temperature, T

Line pressure, P

Refarence density, pet

Pulses counted per second, MRm
K-Aactor

Cplm wolume correction model
Ctlm volume correction madel
Covariance terms

Total

0.154861996
0.001770008
0.135959194
0.009873738
1.575990157
0.299408556
1.497892918
0.219006303

2.193553659

Plot data for the "T-chart” - sheet
All data: expanded uncerainty (k=2) (°C)

Element and transmitter uncertainty
Stability, transmitter

RFI effects, transmitter

Arnbient termperature effect, transritter
Stability, temperature element
Miscellaneous

Total

0.066666667
0.112716667
0.066666667
0.02

0.05

1]

0.

Plot data for the "P-chart” - sheet
All data: expanded uncertainty (k=2)  (ban)

Transrmitter uncenainty

Stability, transmitter

RFI effects

Arnbient temperature effect, transmitter
Atrmospheric pressure

Miscellaneous

Total

0.006667
0.003433
0.013333
0.003446
0
0

0.015681

Plot data for the “T-density-chart” - sheet

All data: expanded uncertainty (k=2) (°C)

Element and transmitter uncertainty
Stability, transmitter

RF| effects, transmitter

Arnbient termperature effect, transmitter
Stability, temperature element
Miscellaneous

Total

0.066666667
0.112716667
0.066666667
0.02

0.05

1]

0.156505386

Plot data for the “T-prover-chart” . sheet
All data: expanded uncertainty (k=2) (°C)

Element and transmitter uncertainty
Stability, transmitter

RFl effects, transmitter

Ambient temperature effect, transmitter
Stability, terperature element
Miscellaneous

Total

0.066666667
0.112716667
0.066666667
0.02

0.05

0

0.156505386

Plot data for the "D-chart” - sheet

All data: expanded uncerainty (k=2)  (kg/m™

Densitometer accuracy

Stability

Repeatability

Temperature correction model

Pressure correction model
Densitometer temperature measurement
Densitorneter pressure measurement
Miscellaneous

Total

0.14985441
0.15

0.02

0.215
0.0525
0.000247725
0.000469067
o

0.307144714

Plot data for the "P-density-chart” - sheet
All data: expanded uncertainty (k=2)  (bar)

Transmitter uncerainty

Stability, transmitter

RFI effects

Ambient termperature effect, transmitter
Atmospheric pressure

Total

0.006667
0.003433
0.013333
0.003446
0
0

0.015681

Plot data for the "D-ref-chart” - sheet

All data: expanded uncerainty (k=2)  (kg/m®)

Temperature at densitometer
Pressure at densitometer
Equilibrium vapour pressure, Pea
Base pressure, Pha

Dengity measurement

Cpld (model)

Ctld {model)

Total

0.116494337
0.001318339

1]

o
0.294808405
0.223009182
1.115679117

1.181083254

Plot data for the "P-prover-chart” - sheet
All data: expanded uncerainty (k=2)  (bar)

Transmitter uncertainty

Stability, transmitter

RFI effects

Arnbient termperature effect, transrmitter
Atmospheric pressure

Miscellaneous

Total

0.006667
0.003433
0.013333
0.003446
0
0

0.015681

Plot data for the "K-factor-chart” - sheet

All data: expanded uncertainty (k=2) (P/m?

Praver pressure

Prover temperature

Ling pressure (at turbine while proving)
Equilibrium vapour pressure

Base pressure

Line ternperature (at turbine while proving)
Inner diameter of prover

Praver modulus of elasticity

Wall thickness (prover pipe)

Thermal expansion coefficient (prover)

Figure 4.21
Station.

Jard reference density
Mumber of pulses counted
Prover volume
Cplm volume correction model
Ctlm volume correction madel
Cplp volume correction model
Ctlp wolurne correction model
Ctsp volume correction model
Cpsp volurme correction model
Linearity, K-factor estimate
Repeatability, K-factor estimate
Signal commm. and flow corp. (calculations)
Caowariance

Total

0.006383578
0.469393206
0.005630283
o

1]
0.485622635
6.25241E06
0.004323578
0.000605301
0.026244224
o
0.003138887
1.20532578
0.939731309
4.711444269
0.939731309
4.711444269
o

1]

4.70822
0.62776
0.00313882
5.794233147

4.946855772

The “Plot Data” worksheet in the program EMU - Turbine Fiscal Oil Metering
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The “Plot data” worksheet gives a listing of all data used and plotted in the “Graph”
and “NN-chart” worksheets, cf. Figure 4.21. Such a listing may be useful for
reporting purposes, and in case the user needs to present the data in a form not
directly available in the program EMU - Turbine Fiscal Oil Metering Station. Note
that the contents of the “plot data” sheet will change with the settings used in the
“Graph menu” sheet.

4,13  Program information

Two worksheets are available to provide information on the program. These are the
“About” and the “Readme” worksheets.

The “About” worksheet, which is displayed at startup of the program EMU - Turbine
Fiscal Oil Metering Station, can be activated at any time and gives general
information about the program. The “Readme” worksheet gives regulations and
conditions for the distribution of the Handbook and the program, etc.

NFOGM, NPD, CMR, NIF Revision 2, March 2003
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5.

5.1

FISCAL ORIFICE GAS METERING STATION

The present chapter gives a description of a typical Orifice fiscal gas metering
station, serving as a basis for the uncertainty model of such metering stations. This
includes a brief description of metering station methods and equipment as well as the
functional relationships of the metering station (Section 5.1), the temperature,
absolute and differential pressure and density instruments (Sections 5.2, 5.3 and 5.4,
respectively) and models for the expansibility factor (Section 5.7) and discharge
coefficient (Section 5.8).

In this chapter the combined uncertainty of the actual mass flow rate, gy, measured
by an Orifice fiscal gas metering station is calculated, and the method of calculation
provides a practical way of approach to uncertainty calculations on Orifice fiscal gas
metering stations according to the principles of the GUM [ISO, 1995a].

An Excel program, EMU - Orifice Fiscal Gas Metering Station, has also been
developed for calculation of the combined expanded uncertainty of the actual mass
flow rate of Orifice fiscal gas metering stations. This program is described in Chapter
6, which serves as a user manual to the program. It is recommended to read Chapter 5
and 6 in parallel for better overview.

Description of an Orifice fiscal gas metering station

An Orifice meter consists of a constriction placed in the pipe where the differential
pressure across the constriction is measured. The differential pressure measured
across the constriction is related to the mass flow rate through the device.

In addition to measurement of differential pressure, the static line pressure, line
temperature and line density of the gas is measured. The temperature and pressure is
measured in order to correct for the influence of temperature and pressure on the
measurement (e.g. the temperature and pressure influence quantities like the orifice
and pipe diameters). The density is measured in order to relate the measured
differential pressure to mass flow rate.

The metering station shown in Figure 5.1 is a typical fiscal gas metering station,
where the gas density transducer (in this case the Solartron 7812) is mounted in a by-
pass, downstream of the orifice. According to 1SO 5167-1:2003 [ISO, 2003a] the
temperature shall preferably be measured downstream of the primary device, and the
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density of the fluid shall be referred to the upstream pressure tapping; it can either be
measured directly or calculated from an appropriate equation of state from
knowledge of the absolute static pressure, absolute temperature and composition of
the fluid at that location.

The gas densitometer is normally located in a by-pass loop, where a dedicated
temperature4® measurement is performed for temperature correction of the density
measurement. In the example being evaluated in this Handbook, we consider a
metering station equipped with a dedicated temperature transmitter in the by-pass
loop. Pressure measurements are normally not available at the densitometer of gas
metering stations, and the flow through the densitometer must be kept low enough to
ensure the pressure change from the main line is negligible (see Section 5.4.1.4).

Figure 5.1 shows a typical fiscal gas metering station.

COMPUTER

® Straight pipe upstream
of orifice plate

®
___I_T Orifice plate and 1 l

instrumentation

TO
20D PIPELINE

PROCESS

Figure 5.1 A typical gas metering station [NPD, 1997]

According to NPD [NPD, 2001a] the temperature and pressure shall be measured in
each of the metering tubes. The density shall be measured in each of the metering
pipes, or by two densitometers mounted at the inlet or outlet of the metering station in
such a manner that they provide representative density values.

48 The Solartron 7812 gas densitometer being evaluated in this Handbook, actually contains an
internal temperature measurement where the Pt-100 temperature element that may be calibrated
separately. It is therefore possible to use the Solartron 7812 internal temperature measurement as a
fiscal temperature measurement.
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5.11

5.12

Measurement uncertainty requirements according to NPD regulations

According to NPD regulations [NPD, 2001a], the total measurement uncertainty of
the metering station shall be within 1.0% of mass flow rate using 95% confidence
level.

The NPD regulations further impose additional requirements set for an Orifice fiscal
gas metering station in terms of measurement uncertainties, listed in Table 5.1. Please
refer to [NPD, 2001a] for the complete set of requirements also including linearity
and repeatability limitations. One should also confer the Guidelines to the NPD
regulations [NPD, 2001b] for details.

Table 5.1 Measurement uncertainty requirements of loop and components according to NPD
regulations [NPD, 2001a]. All uncertainties specified with 95% confidence level.

Component Loop uncertainty limits Component uncertainty limits

Difference pressure 0.30% of measured value within 0.10% of measured value within
measurement the working range the working range

Pressure measurement 0.30% of measured value 0.10% of measured value
Temperature measurement  0.30 °C 0.20 °C

Density measurement 0.30% of measured value 0.20% of measured value

Instrumentation and operating conditions

The Orifice fiscal gas metering station evaluated in the present Handbook consists of
the equipment listed in Table 5.2, as specified by NFOGM, NPD and CMR to be the
most widely used instrumentation on Orifice fiscal gas metering stations. With
respect to the Orifice and flow computer no specific equipments are considered.

Operating conditions, etc., used for the present uncertainty evaluation example4® are
given in Table 5.3.

49 As for the USM Handbook [Lunde & Fragysa, 2002], the ambient temperature has been set to 0 °C
to achieve a worst-case calculation of ambient temperature effects on the temperature and pressure
transmitters.
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Table 5.2 The evaluated Orifice fiscal gas metering station instrumentation (cf. Table 2.4).
Measurement Instrument

Orifice meter Not specified.

Flow computer Not specified.

Differential Pressure, AP

Line Pressure (static), P

Line Temperature, T

Line Density, o

[Rosemount, 2002a].

Rosemount 3051P Reference Class Smart Pressure Transmitter

Rosemount 3051P Reference Class Smart Pressure Transmitter

[Rosemount, 2002a].

Pt 100 element: according to EN 60751 tolerance A [NORSOK, 1998a].
Rosemount 3144 Smart Temperature Transmitter [Rosemount, 2001].

Solartron Model 7812 Gas Density Transducer [Solartron, 2000].

Table 5.3 Operating conditions for the Orifice fiscal gas metering station being evaluated
(example).
Conditions Quantity Value
Operating Line pressure, P (static) 100 bar
Line temperature, T 50 °C (=323.15K)
Line density, o 81.62 kg/m®

Densitometer

Pressure transmitter

Temperature transm.

Viscosity, u

Isentropic exponent, K

Ambient (air) temperature, Tg,
Temperature, T4

Indicated (uncorrected) density, o,
Calibration temperature, T,

Velocity of sound, ¢4

Calibration velocity of sound (VOS), P,
Calibration constant, Kig

Calibration constant, Kig

VOS correction constant, Ky

Periodic time, 7

Ambient (air) temperature at calibration

Ambient (air) temperature at calibration

1.05[10°° Ns/m?
1.18

0°C

48 °C 50
82.443 kg/m®
15°C

415.24 m/s
350 m/s
-1.36010°
8.4410™
21000 um
650 ps

20°C

20°C

From Table 5.3 it is seen that the user must enter the density at line conditions and
the uncorrected density indicated by the densitometer. The reason for this is to reduce
the number of user input parameters required by the program. If the EMU program

50

Temperature deviation between line and densitometer conditions may be as large as 7-8 °C
[Sakariassen, 2001]. A representative value may be about 10 % of the temperature difference
between densitometer and ambient (air) conditions. Here, 2 °C deviation is used as a moderate

example.
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5.1.3

shall perform the density correction from by-pass to line conditions, it would require
more user input parameters (Z and Zg). This is covered in more detail in Section 5.4,
where it is also shown that these additional parameters have negligible influence on
the uncertainty calculations and thus may be neglected. In the calculations in this
Handbook and the EMU programs, the indicated (uncorrected) density from the
densitometer is therefore only used in the calculations of the combined uncertainty of
the corrected density, Eqn. (5.9), while the line density is the one used in the
calculations of mass flow rate, Egn. (5.1).

It is important to note that it is required that the fiscal gas metering station is
manufactured and operated according to NPD regulations [NPD, 200la] and
recognised standards. The user must verify and document that the functional
relationships (referred to standards) used in the handbook and the uncertainty
calculation programs are equal to the ones applied in the Orifice fiscal gas metering
station in question.

Some uncertainty contributions is not part of the scope of this handbook, like the
uncertainties due to orifice plate buckling and base density for conversion to standard
volume flow rate. The user must therefore self evaluate these uncertainties.

Functional relationship

The actual mass flow rate, qm, is the mass of fluid passing through the orifice per unit
time. The functional relationship for calculation of mass flow rate is given according
to 1SO-5167-1:2003, Chapter 5.1 [ISO, 2003a].

C
1-B*

_ T >
q, = £ Zd 2[AP [p, (5.1)

where
Om - mass flow rate [kg/s]
C - discharge coefficient
B - diameter ratio
£ - expansibility factor
o1 - density at upstream conditions [kg/m®]
d - diameter of orifice [m]
AP - differential pressure over orifice [Pa]
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The discharge coefficient depends on the Reynolds number, which again depends on
the mass flow rate. The mass flow rate must therefore be calculated by iteration, and
it is assumed that the uncertainty due to the iteration is negligible.

5.2 Line temperature measurement

As described in Section 1.4, the uncertainty of the temperature transmitter can in the
program EMU - Orifice Fiscal Gas Metering Station be specified at two levels (cf.
also Chapter 6):

(1) “Overall level”: The user gives uc(f) directly as input to the program. It is left
to the user to calculate and document uc('f) first. This option is completely

general, and covers any method of obtaining the uncertainty of the gas
temperature measurement.

(2) “Detailed level”: uc('f) is calculated in the program from more basic input

uncertainties for the temperature element / transmitter provided by the instrument
manufacturer and calibration laboratory

The following discussion concerns the “Detailed level”. As for the pressure
measurement, it has been found convenient to base the user input to the program on
the type of data that are typically specified for common temperature transmitters used
in North Sea fiscal metering stations.

The temperature loop considered here consists of a Pt 100 or 4-wire RTD element
and a smart temperature transmitter, installed either as two separate devices, or as one
unit [NORSOK, 1998a; 85.2.3.5]. The Pt 100 temperature element is required as a
minimum to be in accordance with EN 60751 tolerance A. By [NORSOK, 1998a;
85.2.3.5], the temperature transmitter and the Pt 100 element shall be calibrated as
one system. A 3-wire temperature element may be used if the temperature element
and transmitter are installed as one unit, where the Pt 100 element is screwed directly
into the transmitter. The signal is transferred from the temperature transmitter using a
HART protocol, i.e. the “digital accuracy” is used.

The temperature transmitter chosen by NFOGM, NPD and CMR to be used in the
present Handbook for the example uncertainty evaluation of Chapter 6 is the
Rosemount 3144 Smart Temperature Transmitter [Rosemount, 2001], cf. Table 5.4
and Figure 5.2. The Rosemount 3144 transmitter is widely used in the North Sea
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when upgrading existing fiscal gas metering stations and when designing new
metering stations. This transmitter is also chosen for the layout of the temperature
transmitter user input to the program EMU - Orifice Fiscal Gas Metering Station.

Figure 5.2 The Rosemount 3244 Temperature Transmitter (example). /7 2002 Rosemount Inc.
Used by permission [Rosemount, 2002b].

Figure 5.2 shows a typical temperature transmitter with an integrated Pt-100
temperature element. However, the temperature transmitter is often installed remote
from the Pt-100 temperature element with a 4-wire cable between the transmitter and
the element.

The measurement principle and functional relationship of RTDs is described e.g. in
[ISO/CD 15970, 1999]. However, as the element/transmitter is calibrated and given a
specific “accuracy” in the calibration data sheet, no functional relationship is actually
used here for calculation of the uncertainty of the temperature measurements. The
functional relationship is only internal to the temperature element/transmitter, and the
uncertainty due to the functional relationship is included in the calibrated “accuracy”
of the element/transmitter.

As mentioned in Section 5.1, the temperature shall preferably be measured
downstream of the primary device, and according to 1SO-5167-1:2003 [ISO, 2003a]
it may generally be assumed that the downstream and upstream temperatures of the
fluid are the same at the differential pressure tappings. However, if the fluid is a non-
ideal gas and a minimum uncertainty is required and there is a large pressure loss
between the upstream pressure tapping and the temperature location downstream of
the primary device, then it is necessary to calculate the upstream temperature from
the downstream temperature assuming an isenthalpic expansion between the two
points. To perform this calculation the permanent pressure loss Aw should be
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5.2.1

calculated depending on the primary device. Then the corresponding temperature
drop from the upstream tapping to the downstream temperature location, AT, can be
evaluated using the Joule Thomson coefficient, W, as AT = Wyt -Aw.

Please refer to ISO 5167-2:2003 and therein referenced literature for details regarding
this calculation. The ISO 5167-2:2003 does not however include a specification of
the uncertainty for the Joule Thomson coefficient, p;r. Furthermore, it only gives
approximate functional relationships for the permanent pressure drop across an
orifice, and does not specify the uncertainty associated with these models. Hence, it is
currently left to the user to evaluate whether to use this correction, and in case
document its uncertainty.

It should be noted that the user is required to evaluate and document the potential
uncertainty contribution caused by the temperature difference between the upstream
pressure tapping and the temperature location, or the model used to correct for this
difference. If the uncertainty contribution is not negligible, the uncertainty due to this
difference or its correction should be included as a miscellaneous uncertainty
contribution under the temperature measurement.

Functional relationship

The combined standard uncertainty of the temperature measurement, uc('f ), can be

given as input to the program EMU - Orifice Fiscal Gas Metering Station at two
levels: “Overall level” and “Detailed level”, cf. Section 1.4.

As the “Overall level” is straightforward, only the “Detailed level” is discussed in the
following. The uncertainty model for the temperature element/transmitter is quite
general, and applies to e.g. the Rosemount 3144 Temperature Transmitter used with a
Pt 100 element, and similar transmitters.

At the “Detailed level”, uc(f ) may be given as®!

51 In accordance with common company practice [Dahl et al., 1999], [Ref Group, 2001], the

sensitivity coefficients have been assumed to be equal to 1 throughout Eqn. (3.12). Note that this
is a simplified approach. An alternative and more correct approach would have been to start from
the full functional relationship of the temperature measurement, and derive the uncertainty model
according to the recommendations of the GUM [ISO, 1995a].
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20T\ — 1 2(T 2T 2T 2T 2T
UC(T)—U (Telem,transm )+U (Tstab,transm)+u (TRFI )+U (Ttemp)+u (Tstab,elem)

+u?(T )+ U2 (T ouer )+ U2 (T ) +U2(T,

vinbration

(5.2)

power cable misc )

where [Rosemount, 2001]:

standard uncertainty of the temperature element and
temperature transmitter, calibrated as a unit.

u ( Telem transm )

u('fstab’transm) = standard uncertainty of the stability of the temperature
transmitter, with respect to drift in the readings over time.

u(fRF,)E standard uncertainty due to radio-frequency interference
(RF1) effects on the temperature transmitter.

u('IA'temp) = standard uncertainty of the effect of temperature on the
temperature transmitter, for change of gas temperature
relative to the temperature at calibration.

u(:[:stab,elem ) = standard uncertainty of the stability of the Pt 100 4-wire RTD
temperature element. Instability may relate e.g. to drift during
operation, as well as instability and hysteresis effects due to
oxidation and moisture inside the encapsulation, and
mechanical stress during operation.

u(fvibration) =  standard uncertainty due to vibration effects on the
temperature transmitter.

u(fpower) = standard uncertainty due to power supply effects on the
temperature transmitter.

u('fcab,e) = standard uncertainty of lead resistance effects on the
temperature transmitter.

u(fmisc) = standard uncertainty of other (miscellaneous) effects on the

temperature transm itter.

uc('f) needs to be traceable to national and international standards. It is left to the
), u(T
l'I(TRFI )’ U(Ttemp )’ u(Tstab,elem )’ u(Tvibration )’ u(Tpower) and u(Tcable )’ and document

calibration laboratory and the manufacturer to specify u('f

elem transm stab transm ) ’

their traceability.
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5.2.2

As an example, the uncertainty of the Rosemount 3144 temperature transmitter used
with a Pt 100 element is evaluated in Section 3.2.2.

Example uncertainty evaluation

The combined standard uncertainty of the temperature measurement, uc('f ), is given

by Eqn. (3.7). This expression is evaluated in the following.

Performance specifications for the Rosemount Model 3144 Smart Temperature
Transmitter and the Pt 100 4-wire RTD element are given in Table 3.452, as specified
in the data sheet [Rosemount, 2001], etc. The contributions to the combined standard
uncertainty of the temperature measurement are described in the following.

Table 5.4 Performance specifications of the Rosemount Model 3144 Temperature Transmitter
[Rosemount, 2001] and the Pt 100 4-wire RTD element, used as input to the
uncertainty calculations given in Table 3.6.

Quantity or Source Value or Expanded Coverage  Reference

uncertainty factor, k
Calibration ambient temperature (air 0 - Calibration

P (air) 20°C certificate (NA)

Time between calibrations 12 months - Example
Transmitter/element uncertainty “Digital accuracy”: 0.10 °C 3 [Rosemount, 2001]
(not calibrated as a unit), U( T, voren )~ “D/A accuracy™ +0.02%of 3

span.
Transmitter/element uncertainty NA Cali_t;_ration "

. . - certificate
(calibrated as a unit), U(T,,., v ) NA ficate (NA)
Stability - temperature transmitter, 0.1 % of reading or 0.1 °C, 3 [Rosemount, 2001]
U(T ) whichever is greater, for 24

stab transm months'
RFI effects - transmitter, U(T,,, ) Worst case, with unshielded 3 [Rosemount, 2001]

cable: equivalent to the
transmitter “accuracy”.

Ambient temperature effects - “Digital accuracy”: 0.0015°C 3 [Rosemount, 2001]

transmitter, U(T,,, ) per 1°C.
D/A effect: 0.001 % of span, 3
per 1°C.
Stability - temperature element, - [BIPM, 1997]
- 0.050°C
U (Tslab,elem )
Vibration effects, U('f o) Negligible (tested to given 3 [Rosemount, 2001]

specifications with no effect
on performance).

52 Note that the expanded uncertainties given in the transmitter data sheet [Rosemount, 2001] are

specified at a 99 % confidence level (k = 3).
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Power Supp|y EffECtS, U (fpower ) Negllglble (Iess than +0.005 3 [Rosemount, 2001]
% of span per volt).
Lead res|stance effects’ U(:I:cable ) Negllglble (nO effeCt, |nde' 3 [Rosemount, 1998]

pendent on lead resistance).

1. Transmitter/element uncertainty (calibrated as a unit), U(fe ): The

temperature element and the temperature transmitter are calibrated as a unit
[NORSOK, 199843].

lem transm

If the expanded uncertainty specified in the calibration certificate is used for the
uncertainty evaluation, the transmitter/element uncertainty (calibrated as a unit)
will include the uncertainty of the temperature calibration laboratory (to be
traceable to international standards). The confidence level of the reported
expanded uncertainty is to be specified. When first recording the characteristics
of the temperature element and then loading this characteristic into the
transmitter prior to the final calibration, the uncertainty due to the element can be
minimised [Fimas, 1999].

Alternatively, if the calibration laboratory states that the transmitter/element
uncertainty (calibrated as a unit, and including the calibration laboratory
uncertainty) is within the “accuracy” given in the manufacturer data sheet
[Rosemount, 2001], one may - as a conservative approach - use the latter
uncertainty value in the calculations. This approach is used here.

The “accuracy” of the 3144 temperature transmitter used together with a Pt 100
4-wire RTD element is tabulated in the data sheet [Rosemount, 2001]. The
output signal is accessed using a HART protocol, i.e. only the “digital accuracy”
is used here (cf. Table 3.4). The expanded uncertainty is then given as 0.10 °C at
a 99 % confidence level (k = 3). That is, u('IA'e,em’transm ) = U('IA'e,em’transm )/3
=0.10 °C/3 =0.033°C 58,

2. Stability - temperature transmitter, u('f The stability of the

stab transm ) -

temperature transmitter represents a drift in the readings with time. This

53 The manufacturer's uncertainty specification is used here, for temperature element and
transmitter combined. By calibration of the element and transmitter in an accredited calibration
laboratory, the element/transmitter uncertainty may be significantly reduced. As an example, the
calibration certificate specification for the element/transmitter’s expanded uncertainty
U(Tejemuransm ) May be 0.03 °C, at a 95 % confidence level (k = 2) [Eide, 2001a], corresponding to

0.015 °C for the standard uncertainty.
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contribution is zero at the time of calibration, and is specified as a maximum
value at a given time.

For use in combination with RTD elements, the stability of the 3144 temperature
transmitter is given in the manufacturer data sheet [Rosemount, 2001] as 0.1 %
of reading (measured value), or 0.1 °C, whichever is greater for 24 months, cf.
Table 5.4. The time dependency is not necessarily linear. However, for
simplicity, a linear time dependency is assumed here>4,

The wvalue “0.1 % of reading for 24 months” corresponds to
[(273+50)[0.001]°C =0.323°C. As this is greater than 0.1 °C, this
uncertainty value is used. Consequently, if the transmitter is calibrated every 12
months, the uncertainty given in the data sheet due to stability effects is divided
by 24 and multiplied with 12. That is, U(T . vam ) =Y (Taat e )/3
=[(273+50) 0.001012/24)] °C/3 =0.1615 °C/3 = 0.054 °C .

3. RFI effects - temperature transmitter, u('IA'RFI ): Radio-frequency interference,

effects (RFI) may cause a worst case uncertainty equivalent to the transmitter’s
nominal uncertainty, when used with an unshielded cable [Rosemount, 2001].
For fiscal metering stations all cables are shielded, i.e. the RFI effects should be
less than the worst case specified in the data sheet. Nevertheless, RFI effects
(and also effects due to bad instrument earth) may cause additional uncertainty to
the temperature measurement that is hard to quantify.

It is time consuming to predict or measure the actual RFI effects at the metering
station, and difficult to evaluate correctly the influence on the temperature
measurement.

It is therefore recommended to use the worst case uncertainty specified in the
data sheet for the uncertainty due to RFI effects. For the “digital acuracy” of the
3144 transmitter, the expanded uncertainty is specified to be 0.10 °C, cf. Table
5.4. That is, u(fRFI )= U(fRFI )/3 =0.10°C/3=0.033°C.

4. Ambient temperature effects - temperature transmitter, u('IA't The

emp):

Rosemount 3144 temperature transmitters are individually characterised for the

54 In a worst case scenario, the uncertainty due to stability may be used directly without using the
time division specified.
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ambient temperature range -40 °C to 85 °C , and automatically compensate for
change in ambient temperature [Rosemount, 2001].

Some uncertainty still arises due to the change in ambient temperature. This
uncertainty is tabulated in the data sheet as a function of changes in the ambient
temperature (in operation) from the ambient temperature when the transmitter
was calibrated, cf. Table 5.4.

The ambient temperature uncertainty for Rosemount 3144 temperature
transmitters used together with Pt-100 4-wire RTDs is given in the data sheet as
0.0015 °C per 1 °C change in ambient temperature relative to the calibration
ambient temperature (the “digital accuracy”).

Consequently, for a possible “worst case” ambient North Sea temperature taken
as 0 °C, and a calibration temperature equal to 20 °C, i.e. a max. temperature
change of 20 °C, one obtains u(ftemp )=U (ftemp )/3

=0.0015 (20 °C/3=0.03°C/3=0.01°C.

Stability - temperature element, u(fstab,elem ): The Pt-100 4-wire RTD element

will cause uncertainty to the temperature measurement due to drift during
operation. Oxidation, moisture inside the encapsulation and mechanical stress
during operation may cause instability and hysteresis effects [EN 60751, 1995],
[BIPM, 1997].

BIPM [BIPM, 1997] has performed several tests of the stability of temperature
elements which shows that this uncertainty is typically of the order of 0.050 °C,
cf. Table 3.4. The confidence level of this expanded uncertainty is not given,
however, and a 95 % confidence level and a normal probability distribution is
assumed here (k = 2, cf. Section 2.3). That is, U(Tuwuen) = U(Temoen )/2 =

0.050 °C /2 =0.025 °C.

Vibration effects - temperature transmitter, u(f

vibration ) - According to the
manufacturer data sheet [Rosemount, 2001], "transmitters are tested to the
following specifications with no effect on performance: 0.21 mm peak
displacement for 10-60 Hz; 3g acceleration for 60-2000 Hz". Moreover, in
communication with the manufacturer [Rosemount, 1999] and a calibration
laboratory [Fimas, 1999], and considering that the vibration level at fiscal
metering stations shall be very low (and according to recognised standards), the

uncertainty due to vibration effects may be neglected.
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Hence, in the program EMU - Orifice Fiscal Gas Metering Station, the
uncertainty due to vibration effects is neglected for the Rosemount 3144
temperature transmitter, u(T )=0.

vibration

7. Power supply effects - temperature transmitter, u('fpower ): The power supply

effect is quantified in the manufacturer data sheet [Rosemount, 2001] as being
less than +0.005 % of span per volt. According to the supplier [Rosemount,
1999] this uncertainty is specified to indicate that the uncertainty due to power
supply effects is negligible for the 3144 transmitter, which was not always the
case for the older transmitters [Dahl et al., 1999].

Hence, in the program EMU - Orifice Fiscal Gas Metering Station, the
uncertainty due to power supply effects is neglected for the Rosemount 3144
temperature transmitter, u(T )=0.

power

8. Sensor lead resistance effects - temperature transmitter, u('fcab,e ): According

to the manufacturer data sheet for the 3144 transmitter [Rosemount, 1999], the
error due to lead resistance effects is "none™ (independent of lead resistance) for
4-wire RTDs. 4-wire RTDs are normally used in fiscal metering stations.

Hence, in the program EMU - Orifice Fiscal Gas Metering Station, the
uncertainty due to lead resistance effects is neglected for the 3144 transmitter:
u(T.., )=0.
A sample uncertainty budget is given in Table 4.8 for evaluation of the expanded
uncertainty of the temperature measurement according to Eqgn. (5.2). The figures used
for the input uncertainties are those given in the discussion above.

cable
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Table 5.5 Sample uncertainty budget for the temperature measurement using the Rosemount
Model 3144 Temperature Transmitter [Rosemount, 2001] with a Pt 100 4-wire RTD
element, calculated according to Eqn. (3.7).
Input uncertainty Combined uncertainty
Source Expand. Conf. level | Cov. Standard Sens. Variance
uncert. & fact., | uncertainty | coeff.
Distribut. k
Transmitter/element 0.10°C 99 % (norm) | 3 0.033°C 1 1.1110° °C?
uncertainty
Stability, transmitter 0.1615°C | 99 % (norm) 0.054 °C 1 2.90010° °C?
RFI effects 0.10°C 99 % (norm) 0.033°C 1 1.1110° °C?
Ambient temperature 0.03°C 99 % (norm) 0.010°C 1 1.00010* °C?
effects, transmitter
Stability, element 0.050 °C 95 % (norm) | 2 0.025°C 1 6.2510 °C?
Sum of variances uz(T) 5.84810° °C?
Combined standard uncertainty u (T) 0.0765 °C
Expanded uncertainty (95 % confidence level, k = 2) U(f ) 0.1529 °C
Operating temperature T 50 °C (=323 K)
Relative expanded uncertainty (95 % confidence level) U(f ) /-|‘- 0.0473 %

It is seen from Table 5.5 that the calculated expanded and relative expanded
uncertainties (specified at 95 % confidence level and a normal probability
distribution, with k = 2, cf. Section 2.3) are 0.15 °C and 0.047 %, respectively. Hence,
the uncertainty of the temperature measurement is within the NPD requirement
[NPD, 2001a] of an expanded uncertainty of 0.30 °C (see Table 5.1).

Line (static, absolute) and differential pressure measurements

The descriptions in this Section apply to most extent to both the static absolute
pressure and differential pressure transmitter, and only a few of the uncertainty
contributions must be considered differently when using a pressure transmitter for
either static absolute or differential pressure measurements.

As described in Section 1.4, the uncertainty of the pressure transmitter can in the
program EMU - Orifice Fiscal Gas Metering Station be specified at two levels (cf.
also Chapter 5):

(1) “Overall level”: The user gives uc(l5) and uc(Aﬁ)directIy as input to the
program. It is left to the user to calculate and document u,_( I5) first. This option

is completely general, and covers any method of obtaining the uncertainty of the
pressure measurement.
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(2) “Detailed level”: uc(l5) and uC(AIS) is calculated in the program, from more

basic input uncertainties for the pressure transmitter, provided by the instrument
manufacturer and calibration laboratory.

The following discussion concerns the “Detailed level”. It has been found convenient
to base the user input to the program on the type of data which are typically specified
for common pressure transmitters used in North Sea fiscal metering stations.

The example pressure transmitter chosen by NFOGM, NPD and CMR to be used in
the present Handbook for the uncertainty evaluation example of Chapter 4 is the
Rosemount 3051P Reference Class Pressure Transmitter [Rosemount, 2002a], cf.
Table 2.4 and Figure 3.4. This transmitter is also chosen for the layout of the pressure
transmitter user input to the program EMU - Orifice Fiscal Gas Metering Station.
The Rosemount 3051P is a widely used pressure transmitter when upgrading existing
North Sea fiscal gas metering stations and when designing new metering stations.
The pressure transmitter output is normally the overpressure (gauge pressure), i.e. the
pressure relative to the atmospheric pressure [barg], when used for static pressure
measurements. Absolute pressure measurements are achieved by adding the
atmospheric pressure to the gauge pressure measurement. Other vice, when used for
differential pressure measurements the output is in mbar.

Figure 5.3 The Rosemount 3051P Reference Class Pressure Transmitter (example). /7 2000
Rosemount Inc. Used by permission [Rosemount, 2002b].

Measurement principles of gauge pressure sensors and transmitters are described e.g.
in [ISO/CD 15970, 1999]. However, as the transmitter is calibrated and given a
specific “accuracy” in the calibration data sheet, no functional relationship is actually
used here for calculation of the uncertainty of the pressure measurements. The
functional relationship is only internal to the pressure transmitter, and the uncertainty
due to the functional relationship is included in the calibrated “accuracy” of the
transmitter.
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5.3.1

Functional relationship

As the “Overall level” is straightforward, only the “Detailed level” is discussed in the
following. The uncertainty model for the pressure transmitter is quite general, and
applies to e.g. the Rosemount 3051P Pressure Transmitter, and similar transmitters.

For simplicity, as the functional relationship with only a few exceptions are the same
for the pressure transmitter used for either static absolute and differential pressure
measurements, only the static absolute pressure notation (I3) have been used in the
following text. However, the discussions also apply to the differential pressure
measurement (AP ).

At the “Detailed level”, u_( |5) may be given as:%5
ucz( P) = uz(Ptransmitter )+u2(PstabiIity )+U2( I:)RFI )+u2(Pt

+u2(ﬁatm )+u2(|,:\)vibration )+u2(|':\)power )+u2(|,:\)misc)

emp )

(5.3)

where [Rosemount, 2002a]:

u(ﬁransmme,) = standard uncertainty of the pressure transmitter, including
hysteresis, terminal-based linearity, repeatability and the
standard uncertainty of the pressure calibration laboratory.

U(ﬁ’stabimy) = standard uncertainty of the stability of the pressure
transmitter, with respect to drift in readings over time.

u(IE>RFI ) = standard uncertainty due to radio-frequency interference
(RFI) effects on the pressure transmitter.

u( IE’temp ) = standard uncertainty of the effect of ambient gas temperature
on the pressure transmitter, for change of ambient
temperature relative to the temperature at calibration.

u( I5atm ) = standard uncertainty of the atmospheric pressure, relative to 1
atm. = 1.01325 bar, due to local meteorological effects.

u( Iavibration ) = standard uncertainty due to vibration effects on the pressure

measurement.

55 Here, the sensitivity coefficients have been assumed to be equal to 1 throughout Eqn. (3.11), as a

simplified approach, and in accordance with common company practice [Dahl et al., 1999], [Ref
Group, 2001]. An alternative and more correct approach would have been to start from the
functional relationship of the pressure measurement, and derive the uncertainty model according
to the recommendations of the GUM [ISO, 1995a].
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5.3.2

N

U(Poower ) = standard uncertainty due to power supply effects on the
pressure transmitter.
u(ﬁ’misc) = standard uncertainty due to other (miscellaneous) effects on

the pressure transmitter, such as mounting effects, etc.

u(I5)needs to be traceable to national and international standards. It is left to the
calibration laboratory and the manufacturer to specify u(ﬁransmmer), u(lsstabimy),

u(I5temp ), u(I5RFI ), u(ﬁvibraﬁon) and u(P.,.. ), and document their traceability.

power

As an example, the uncertainty of the Rosemount 3051P pressure transmitter is
evaluated in Section 3.3.2.

Example uncertainty evaluation

The combined standard uncertainty of the static absolute and differential pressure
measurements, u.(P) and u_ (AP), is given by Egn. (5.3). This expression is

evaluated in the following.

Performance specifications for the Rosemount Model 3051P Reference Class
Pressure Transmitter are given in Table 5.6%, as specified in the data sheet
[Rosemount, 2002a]. The contributions to the combined standard uncertainty of the
pressure measurements are described in the following.

Table 5.6 Performance specifications of the Rosemount Model 3051P Reference Class Pressure
Transmitter [Rosemount, 2002a], used as input to the uncertainty calculations given
in Table 5.8.
Quantity or Source Value or Expanded Coverage  Reference
uncertainty factor, k
Calibration ambient temperature (air) 20 °C i Cali_b_ration
certificate
Time between calibrations 12 months - Example
Maxium calibrated static pressure 120 bara - Example
Minimum calibrated static pressure 50 bara - Example
Span (calibrated) 70 bar - Calibration
certificate
URL (upper range limit) 138 barg - [Rosemount,
2002a]
Transmitter uncertainty, (P, )  0.05% of span 3 [Rosemount,
2002a]

56 Note that the expanded uncertainties given in the transmitter data sheet [Rosemount, 2002a] are

specified at a 99 % confidence level (k = 3).
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Stability, U(P,

tability )

RFI effects, U(P,, )

Ambient temperature effects
U(P., )

Vibration effects, U( P

vibration )

Power supply effects, U( P

Mounting position effect

Static pressure effect

(air),

power )

Static pressure meas.:

0.125 % of URL for 5 years
for 28 °C temperature
changes.

Differential pressure meas.:

0.125 % of URL for 5 years
for 28 °C temperature
changes, and up to 69 bar line
pressure.

0.1 % of span from 20 to 1000
MHz and for field strength up
to 30 V/m.

(0.006% URL + 0.03% span)
per 28°C

Negligible (except at
resonance frequencies, see
text below).

Negligible (less than +0.005
% of calibrated span per volt).

Negligible (in case this will
influence only on differential
pressure measurements, not
static pressure measurements)

Negligible (influence only on
differential pressure
measurement, not static
pressure measurement)

[Rosemount,
2002a]

[Rosemount,
2000]

[Ro2emount,
2002]

[Rosemount,
2002a]

[Rosemount,
2002a]

[Dahl et al.,
1999]

[Dahl et al.,
1999]

Table 5.7

Performance specifications of the Rosemount Model 3051P Reference Class Pressure

Transmitter [Rosemount, 2002a], used as input to the uncertainty calculations given

in Table 5.9.
Quantity or Source Value or Expanded Coverage  Reference
uncertainty factor, k
S . . o Calibration
Calibration ambient temperature (air) 20 °C - certificate
Time between calibrations 6 months - Example
Span (calibrated) 550 mbar - Calibration
certificate
URL (upper range limit) 622 mbar - [Rosemount,
2002a]
Transmitter uncertainty, U(P,,...)  0-05 % ofspan 3 [Rosemount,
2002a]
Stability, U(P,,.. ) 0.125 % of URL for 5 years 3 [Rosemount,
- for 28 °C temperature 2002a]
changes, and up to 69 bar line
pressure.
For fiscal gas metering: 0.1% 3 [Rosemount,
of URL for 1 year (used here). 1999, 2003]
RFI effects, U(P,, ) 0.1 % of span from 20 to 1000 3 [Rosemount,

MHz and for field strength up
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to 30 V/m. 2000]
Ambient temperature effects (air), (0.006% URL + 0.03% span) 3 [Ro2emount,
U(P.,) per 28°C 2002]
Vibration effects, U( ﬁvmraﬁon ) Negligible (except at 3 [Rosemount,
resonance frequencies, see 2002a]
text below).
Power Supp|y EffECtS, U( |5 r ) Negllglble (|ESS than +0.005 3 [Rosemount,
’ % of calibrated span per volt). 2002a]
Mounting position effect Negligible (in case this will 3 [Dahl et al.,
influence only on differential 1999]

pressure measurements, not
static pressure measurements)

Static pressure effect Negligible (influence onlyon 3 [Dahl et al.,

differential pressure 1999]
measurement, not static
pressure measurement)

Pressure transmitter uncertainty, U(IE’t . If the expanded uncertainty

ransmitter ) -
specified in the calibration certificate is used for the uncertainty evaluation, the
transmitter uncertainty is to include the uncertainty of the temperature calibration
laboratory (which shall be traceable to international standards). The confidence
level and the probability distribution of the reported expanded uncertainty shall
be specified.

Alternatively, if the calibration laboratory states that the transmitter uncertainty
(including the calibration laboratory uncertainty) is within the “reference
accuracy” given in the manufacturer data sheet [Rosemount, 2002a], one may -
as a conservative approach - use the latter uncertainty value in the calculations.
This approach is used here.

The *“reference accuracy” of the 3051P pressure transmitter accounts for
hysteresis, terminal-based linearity and repeatability, and is given in the
manufacturer data sheet as 0.05 % of span at a 99 % confidence level (cf. Table
5.6), i.e. with k = 3 (Section 2.3). It is assumed here that this figure refers to the
calibrated span. As an example, the calibrated span is here taken to be 50 - 120
bar, i.e. 70 bar, giving U(Py,ger ) = U(P, )/3 = [700.0005]bar/3 =
0.035bar /3 =0.012bar 7.

ransmitter

57

The manufacturer's uncertainty specification is used here. By calibration of the pressure
transmitter in an accredited calibration laboratory, the transmitter uncertainty may be further
reduced. An example of a calibration certificate specification for the expanded uncertainty
U (P, ansmiter ) May be in the range 0.018-0.022 bar, at a 95 % confidence level (k = 2) [Eide,

2001a], i.e. 0.009-0.011 bar for the standard uncertainty. This includes linearity, hysteresis,
repeatability, reading uncertainty, and reference instruments uncertainty.
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Stability - pressure transmitter, u( If’stabimy): The stability of the pressure

transmitter represents a drift (increasing/decreasing offset) in the readings with
time. This contribution is zero at the time of calibration, and is specified as a
maximum value at a given time.

The stability of the 3051P pressure transmitter for static (3051PG) and
differential (3051PD) pressure measurements is given in the manufacturer data
sheet [Rosemount, 2002a] as 0.125 % of URL for 5 years for a maximum 28 °C
changes in temperature and up to 69 barg static line pressures (Table 5.6). For
the static pressure transmitter the limitation with respect to static pressure does

not apply.

The time dependency of the stability uncertainty is not necessarily linear.
However, for simplicity, a linear time dependency has been assumed heres8,

The confidence level is specified to be 99 % with a normal probability
distribution (k = 2, cf. Section 2.3) [Rosemount, 2003]. Consequently, if the
static pressure transmitter is calibrated every 12 months, the uncertainty due to
stability effects becomes, u(lf’stabimy) =U (ﬁstabi,ity) /3 = [138 [0.00125 Eﬁl/S)] bar /3
= 0.0345 bar / 3 = 0.0115 bar. For the differential pressure transmitter the
uncertainty due to stability becomes, u(Isstabi,ity) =U (Isstability ) /3

= [6220.00125L{1/5)] mbar /3 = 0.1555 mbar / 3 = 0.052 mbar.

RFI effects - pressure transmitter, u(I5RFI ): Radio-frequency interference,

effects (RFI) is given in the manufacturer data sheet [Rosemount, 2002a] as 0.1
% of span for frequencies from 20 to 1000 MHz, and for field strength up to 30
V/m, cf. Table 5.6.

It is noted that the specified RFI uncertainty is actually twice as large as the
uncertainty of the transmitter itself. In practice, this uncertainty contribution may
be difficult to evaluate, and the RFI electric field at the actual metering station
should be measured in order to document the actual electric field at the pressure
transmitter. 1.e. the RFI electric field must be documented in order to evaluate if,
and to what extent, the uncertainty due to RFI effects may be reduced.

58

In a worst case scenario, the uncertainty due to stability may be used directly without using the
time division specified.
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However, as long as the RFI electric field at the pressure transmitter is not
documented by measurement, the uncertainty due to RFI effects must be

included in the uncertainty evaluation as given in the data sheet. Consequently,
U( Par, ) =U(Pyg )/3 =[70 [0.001] bar /3 = 0.07 bar /3 = 0.023bar .

4. Ambient temperature effects - pressure transmitter, u(I3t The ambient

emp )
temperature effect on the Rosemount 3051P pressure transmitter is given in the
manufacturer data sheet [Rosemount, 2002a] as (0.006 % URL + 0.03 % span)
per 28 °C temperature change, cf. Table 5.6. The temperature change referred to
is the change in ambient temperature relative to the ambient temperature at
calibration (to be specified in the calibration certificate).

Consequently, for a possible “worst case” example of ambient North Sea
temperature taken as 0 °C, and a calibration temperature equal to 20 °C, i.e. a
max. temperature change of 20 °C, one obtains u(|5temp ) :U(Istemp )/3
=|(138 .006 +70 .03) (10 [20/28))|bar /3 =[0.0059 +0.0150] bar /3

= 0.0209bar /3 =0.007 bar .

5. Atmospheric pressure, u( I5a

m ) The Rosemount 3051P pressure transmitter is
here used for static absolute pressure measurements, where it measures the
excess pressure relative to the atmospheric pressure. The atmospheric pressure is
then added to the gauge pressure measurement to achieve an absolute pressure

measurement. The uncertainty of the absolute static pressure uC(IE’) must

therefore also include the uncertainty of the atmospheric pressure, due to day-by-
day atmospheric pressure variations.

The atmospheric pressure does not influence on the differential pressure
measurement.

In the North Sea, the average atmospheric pressure is about 1008 and 1012 mbar
for the winter and summer seasons, respectively (averaged over the years 1955-
1991) [Lothe, 1994]. For convenience, 1 atm. = 1013.25 mbar is taken as the
average value. On a worldwide basis, the observed atmospheric pressure range
includes the range 920 - 1060 mbar, - however, the upper and lower parts of this
range (beyond about 940 and 1040 mbar) are very rare (not observed every year)
[Lothe, 2001].

The variation of the atmospheric pressure around the value 1 atm. = 1013.25
mbar is here taken to be 90 mbar, as a conservative approach. Assuming a 99 %
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confidence level, and a normal probability distribution for the variation range of
the atmospheric pressure (k = 3, cf. Section 2.3), one obtains u(P,,,)=

U(P,,, )/3 =90mbar/3 =0.09bar /3 =0.03bar .

Vibration effects - pressure transmitter, u(ﬁ’vibraﬁon): According to the

manufacturer data sheet [Rosemount, 2002a], "measurement effect due to
vibrations is negligible except at resonance frequencies. When at resonance
frequencies, vibration effect is less than 0.1 % of URL per g when tested from 15
to 2000 Hz in any axis relative to pipe-mounted process conditions™ (Table 5.6).

Based on communication with the manufacturer [Rosemount, 1999] and a
calibration laboratory [Fimas, 1999], the vibration level at fiscal metering
stations is considered to be very low (and according to recognised standards).
Hence, the uncertainty due to vibration effects may be neglected.

In the program EMU - Orifice Fiscal Gas Metering Station, the uncertainty due
to vibration effects is neglected for the 3051P transmitter: u( P, )=0.

ibration

Power supply effects - pressure transmitter, u(IE’ The power supply

power )
effect is quantified in the manufacturer data sheet [Rosemount, 2002a] as less
than £0.005 % of the calibrated span per volt (Table 5.6). According to the
supplier [Rosemount, 1999] this uncertainty is specified to indicate that the
uncertainty due to power supply effects is negligible for the 3051P transmitter,
which was not always the case for the older transmitters [Dahl et al., 1999].

Hence, in the program, the uncertainty due to power supply effects is neglected
for the 3051P transmitter: u( P )=0.

power

Static pressure effect - pressure transmitter: The static pressure effect
[Rosemount, 2002a] will only influence on a differential pressure transmitter,
and not on static pressure measurements while the static pressure transmitter
actually measure this static pressure [Dahl et al., 1999]5°.

59

The static pressure effect influencing on 3051P differential pressure transmitters consists of (a)
the zero error, and (b) the span error [Rosemount, 2002a]. The zero error is given in the data
sheet [Rosemount, 2002a] as £0.04 % of URL per 69 barg. The zero error can be calibrated out at
line pressure. The span error is given in the data sheet [Rosemount, 2002a] as +0.10 % of reading
per 69 barG.
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a) Zero effect
The zero effect is given in the data sheet as 0.05% of URL per 69 barg
(1,000 psi). However, the zero pressure effect is easily removed by a
zero calibration, and may therefore be neglected for both the static and
the differential pressure transmitter.

b) Span effect
The Span effect is given in the data sheet as 0.10% of reading per 69
barg (1,000 psi) and applies only to the differential pressure transmitter.
l.e., this uncertainty must be included in the uncertainty evaluation of
the 3051P differential pressure transmitter.

Mounting position effects - pressure transmitter: The mounting position effect
[Rosemount, 2002a] will only influence on a differential pressure transmitter,
and not on static pressure measurements [Dahl et al., 1999]%0. The mounting
position effects are due to the construction of the differential pressure transmitter
with oil filled chambers. These may influence the measurement if the transmitter
is not properly mounted. However, as was the case for the zero effect,
uncertainty due to the mounting position effects may be calibrated out with a
simple zero calibration. The uncertainty due to mounting position effects may
therefore be neglected in the uncertainty evaluation.

Example uncertainty budgets are given in Table 5.8 and Table 5.9 for evaluation of

the expanded uncertainty of the static and differential pressure measurements,

respectively, according to Egn. (5.3). The figures used for the input uncertainties are

those given in the discussion above.

60

Mounting position effects are due to the construction of the 3051P differential pressure
transmitter with oil filled chambers [Dahl et al., 1999]. These may influence the measurement if
the transmitter is not properly mounted. The mounting position error is specified in the data sheet
[Rosemount, 2002a] as “zero shifts up to £1.25 inH,O (0.31 kPa = 0.0031 bar), which can be
calibrated out. No span effect”.
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Table 5.8 Sample uncertainty budget for the measurement of the static absolute gas pressure
using the Rosemount Model 3051P Pressure Transmitter [Rosemount, 2002a],
calculated according to Egn. (5.3).
Input uncertainty Combined uncertainty
Source Expand. Conf. level | Cov. Standard Sens. Variance
uncert. & fact., | uncertainty | coeff.
Distribut. k

Transmitter uncertainty | 0.035bar | 99 % (norm) | 3 0.012 bar 1 1.36010™ bar’
Stability, transmitter 0.0345 bar | 99 % (norm) | 3 0.0115 bar 1 1.32010* bar?
RFI effects 0.070 bar | 99 % (norm) | 3 0.023 bar 1 5.4410™ bar?
Ambient temperature 0.021 bar | 99 % (norm) | 3 0.007 bar 1 4.86[10° bar?
effects, transmitter
Atmospheric pressure 0.090 bar | 99 % (norm) | 3 0.030 bar 1 9.00010™ bar?
Sum of variances uZ(P) 1.76010° bar?
Combined standard uncertainty u, ( P) 0.0420 bar
Expanded uncertainty (95 % confidence level, k = 2) U( |S) 0.0839 bar
Operating pressure p 100 bara
Relative expanded uncertainty (95 % confidence level) U( ﬁ;)/f: 0.0839 %

It is seen from Table 5.8 that the calculated expanded and relative expanded
uncertainties (specified at 95 % confidence level and a normal probability
distribution, with k = 2, cf. Section 2.3) are 0.84 bar and 0.084%, respectively.
Hence, the uncertainty of the pressure measurement is within the NPD requirement
[NPD, 2001a] of a relative expanded uncertainty of 0.30% of measured value (see

Table 5.1).
Table 5.9 Sample uncertainty budget for the measurement of the differential pressure across the
Orifice using the Rosemount Model 3051P Pressure Transmitter [Rosemount, 2002a],
calculated according to Egn. (5.3).
Input uncertainty Combined uncertainty
Source Expand. Conf. level | Cov. Standard Sens. Variance
uncert. & fact., | uncertainty | coeff.
Distribut. k
Transmitter uncertainty 0.275 mbar | 99 % (norm) | 3 0.092 mbar 1 8.4010°° mbar?
Stability, transmitter 0.156 mbar | 99 % (norm) | 3 0.026 mbar 1 6.72010* mbar?
RFI effects 0.55 mbar | 99 % (norm) | 3 0.183 mbar 1 3.3610 mbar?
Ambient temperature 0.145 mbar | 99 % (norm) | 3 0.048 mbar 1 2.32010° mbar?
effects, transmitter
Sum of variances 2(AB . 2 2
u’ (AP) 450010 mbar
Combined standard uncertaint 5 0.2121 mbar
y u, (AP)
Expanded uncertainty (95 % confidence level, k = 2) U( AIS) 0.4243 mbar
Operating pressure AIS 329.50 mbar
Relative expanded uncertainty (95 % confidence level) U (AFA’)/AFA’ 0.1288 %
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5.4

It is seen from Table 5.9 that the calculated expanded and relative expanded
uncertainties (specified at 95 % confidence level and a normal probability
distribution, with k = 2, cf. Section 2.3) are 0.42 mbar and 0.13%, respectively.
Hence, the uncertainty of the differential pressure measurement is within the NPD
requirement [NPD, 2001a] of a relative expanded uncertainty of 0.30% of measured
value (see Table 5.1).

Gas density measurement

The gas density transducer evaluated is the Solartron 7812 gas density transducer
[Solartron, 2000]. This is a widely used transducer when upgrading existing fiscal gas
metering stations and when designing new stations. The Solartron 7812 gas density
transducer is installed in a by-pass (on-line measurement), causing the need for an
additional density correction from densitometer conditions to line conditions. The
density is normally only corrected in terms of temperature, e.g. a dedicated
temperature measurement is performed in the by-pass at the densitometer location,
whereas a pressure correction is normally omitted (see discussion in Section 5.4.1.4).

In the example metering station being evaluated in this Handbook, a dedicated
temperature measurement is performed in the by-pass at the densitometer location.
The evaluation of the dedicated temperature transmitter is included in a separate
worksheet in the EMU program (“T-density”).

However, if the metering station were not equipped with a dedicated temperature
transmitter in the by-pass where the densitometer is located, the line temperature
measurement would have to be used as an estimate for the temperature or pressure at
the densitometer. In such a case, an additional uncertainty contribution to the
temperature estimate needs to be included to account for the possible deviation in
conditions between the by-pass and the line

In practise, these cases are handled in the EMU programs by setting equal
temperatures for the line and densitometer conditions in the “Gas parameters”
worksheet (see Section 6.2) and by making the temperature uncertainty evaluations
equal for the line (the “T”) and the density (the “T-density’”) worksheets. However,
one must include an additional uncertainty contribution using the miscellaneous
option in the “T-density” worksheet to account for the possible deviations in
conditions between the line and by-pass.
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For example, if one assumes a 2 °C maximum temperature deviation between line
and by-pass, the additional miscellaneous uncertainty contribution could be estimated
as (assuming a rectangular distribution, hence k = +/3): u(T...) = %/5 =1.15 °C.

As described in Section 1.3, the uncertainty of the gas densitometer can in the
program EMU - Orifice Fiscal Gas Metering Station be specified at two levels (cf.
also Chapter 6):

(1) “Overall level”: The user specifies the combined standard uncertainty of the
density measurement, u_(0), directly as input to the program. It is left to the

user to calculate and document u_(0) first. This option is completely general,

and covers any method of obtaining the uncertainty of the gas density estimate
(measurement or calculation)l.

(2) “Detailed level”: u_(p) is calculated in the program, from more basic input

uncertainties for the vibrating element gas densitometer, provided by the
instrument manufacturer and calibration laboratory.

The following discussion concerns the “Detailed level”. In this case a functional
relationship of the gas densitometer is needed.

Gas densitometers considered in the “Detailed level” are based on the vibrating
cylinder principle, vibrating in the cylinder’s Hoop vibrational mode, cf. Fig. 2.5%2,
They consist of a measuring unit and an amplifier unit. The vibrating cylinder is
situated in the measuring unit and is activated at its natural frequency by the amplifier
unit. The output signal is a frequency or a periodic time (7), which is primarily
dependent upon density, and secondarily upon other parameters, such as pressure,
temperature and gas composition [Tambo and Sggaard, 1997]. Any change in the
natural frequency will represent a density change in the gas that surrounds the
vibrating cylinder.

61 The “overall level” option may be of interest in several cases, such as e.g.:
* If the user wants a “simple” and quick evaluation of the influence of u_( ) on the expanded

uncertainty of the gas metering station,

« Incase of a different installation of the gas densitometer (e.g. in-line),

« Incase of a different gas densitometer functional relationship than Eqgn. ,

« In case of density measurement using GC analysis and calculation instead of densitometer
measurement(s).

62 The NORSOK regulations for fiscal measurement of gas [NORSOK, 1998a, §5.2.3.7] state that
“the density shall be measured by the vibrating element technique”.
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(@)

(b)

Here, only on-line installation of the densitometer is considered, using a by-pass gas
sample line, cf. e.g. [ISO/CD 15970, 1999]. By this method, gas is extracted
(sampled) from the pipe and introduced into the densitometer. From the densitometer
the sample flow can either be returned to the pipe (to the sample probe or another
low-pressure point) or sent to the atmosphere (by the flare system). To reduce the
temperature differences between the densitometer and the line, the density transducer
is installed in a pocket in the main line, and the whole density transducer installation
including the sampling line is thermally insulated from the ambient.

TO READOUT

ELECTRONICS Dimensions in mm

+ pE—— SAMPLE GAS
FLTER __»(h e samp
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sample probe . pocket

Figure 5.4 (a) The Solartron 7812 gas density transducer [Solartron, 1999] (example). (b)
Principle sketch of possible on-line installation of a gas densitometer on a gas line
(figure taken from [ISO/CD 15970, 1999]).
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5.4.1

54.1.1

Figure 5.5 The Solartron 7812 gas densitometer (example). Used by permission [Solartron,
2002].

For metering stations where the flow meter causes no natural pressure drop in the

pipe, the sampling device (probe) may be designed to form a pressure drop, so that

the pressure difference between the sample inlet hole and the sample return hole can

create sufficient flow through the sample line / densitometer to be continuously

representative with respect to gas, pressure and temperature [ISO/CD 15970, 1999].

Functional relationship

The functional relationship involves a set of calibration constants, as well as
temperature correction, velocity of sound (VOS) correction, and installation
correction (see below).

In the following, reference will be made to the Solartron 7812 Gas Density
Transducer [Solartron, 2000], a commonly used densitometer in North Sea fiscal gas
metering stations. This is also the densitometer used for example calculations in
Chapter 6. However, it should be emphasized that the functional relationship
described in the following is relatively general, and should apply to any on-line
installed vibrating element gas density transducer.

General density equation (frequency relationship regression curve)

For gas density transducers based on the vibrating cylinder principle, the output is the
periodic time of the resonance frequency of the cylinder’s Hoop vibrational mode.
The relation between the density and the periodic time is obtained through calibration
of the densitometer at a given calibration temperature (normally 20 °C), on a known
pure reference gas (normally nitrogen, argon or methane, due to their acknowledged

properties), and at several points along the densitometer’s measuring range. The
calibration results are then fitted with a regression curve, p, = f(r,c,T,P) [Tambo
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and Sggaard, 1997]. One common regression curve is [ISO/CD 15970, 1999],
[Solartron, 1999; 86.4]

P, =Ko +K T+ K,T* (5.4)
where
Lu - indicated (uncorrected) density, in density transducer [kg/m?],
Ko, K1, K2 - regression curve constants (given in the calibration certificate),
T - periodic time (inverse of the resonance frequency, output from the
densitometer) [us].
c - sound velocity of the gas surrounding the vibrating element [m/s].

The periodic time, 7, is a function of density and varies typically in the range 200 -
900 ps [Tambo and Sggaard, 1997].

The form of the regression curve can vary from manufacturer to manufacturer, and
Eqgn. (5.4) is one example of such a curve. However, note that the form of the
regression curve is actually not used in the densitometer uncertainty model, and that
Ko, K1 and K, are not needed as input to the uncertainty model. The present
uncertainty model is thus independent of the type of regression curve used.

5.4.1.2 Temperature correction

When the densitometer operates at temperatures other than the calibration
temperature, a correction to the density calculated using Egn. (5.5) should be made
for best accuracy. In the Solartron 7812 gas density transducer, a 4-wire Pt 100
temperature element is incorporated, for installation and check purposes [Solartron,
1999]. The equation for temperature correction uses coefficient data given on the
calibration certificate, and is given as [ISO/CD 15970, 1999], [Solartron, 1999; §6.5]

Pr =P, [1+ K (Td -T )] + Ky (Td _Tc) (5.5)
where
Pr - temperature corrected density, in density transducer [kg/m?],
Kig, Kig - constants from the calibration certificate®3,
Ty - gas temperature in density transducer [K],
Tc - calibration temperature [K].

63 Here, the notation of [Solartron, 1999] for the calibration constants K.g and Kyg is used.
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5.4.1.3 VOS correction

The periodic time, 7, of the vibrating cylinder is influenced by the gas compressibility
(or, in other words, the gas composition), and thus on the VOS in the gas. Egs. (5.4)-
(5.5) do not account for such effects. Consequently, when the vibrating element gas
densitometer is used on gases other than the calibration gases (normally nitrogen or
argon), a small calibration offset may be experienced. This offset is predictable, and
it may be desirable to introduce VOS corrections to maintain the accuracy of the
transducer [Solartron, 1999; 86.6 and Appendix E]64.

The basic relationship for VOS correction is [ISO/CD 15970, 1999], [Solartron,
1999; 86.6, Appendix E]

Py =pr L (5.6)

K 2
1+ =%
— Z.Cd -
where
p, - temperature and VOS corrected density, in density transducer [kg/m3],

Ky - transducer constant [um] (characteristic length for the Hoop mode
resonance pattern of the vibrating element [Eide, 2001a]), equal to
2.10010* pm for 7812, 1.35010* um for 7810 and 2.6210* pum for 7811
sensors [Solartron, 1999].

cc - VOS for the calibration gas, at calibration temperature and pressure
conditions [m/s].

Cq - VOS for the measured gas, in the density transducer [m/s].

There are several well-established methods of VOS correction, and four common
methods are:

1. For metering stations involving a USM, the VOS measured by the USM
(averaged over the paths) is often used for c4. This method is here referred to as
the “USM method”, and may be useful for measurement of different gases at
varying operating conditions.

64 It is stated in [Solartron, 1999; 8E.1] that “the 7812 Gas Density Transducer is less sensitive to
VOS influence than previous models of this instrument and, in consequence, the need to apply
VOS correction is less likely. However, when it is necessary, one of the correction methods are
suggested”.
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5.4.14

2. The *“Pressure/Density method” [ISO/CD 15970, 1999], [Solartron, 1999;

Appendix E] calculates the VOS (cq) based on the line pressure and density and
applies the required correction. This method has been recommended for
measurement of different gases at varying operating conditions.

The “User Gas Equation” method [Solartron, 1999; Appendix E] calculates the
VOS (cq) based on the specific gravity and the line temperature, and applies a
correction based on two coefficients that define the VOS characteristic. This
equation is shown on nitrogen or argon calibration certificates. The User Gas
Equation is an approximate correction for a typical mixture of the calibration gas
(normally nitrogen or argon) and methane. This correction method is
recommended by Solartron for applications where pressure data is not available,
but where gas composition and temperature do change. For this method, a
different (and approximate) expression for the VOS correction than Eqn. (5.6) is
used.

For measurement of gas that has a reasonably well-defined composition,
Solartron can supply a “User Gas Calibration Certificate” [Solartron, 1999;
Appendix E]. This specifies modified values of Ko, K1, K, Kig and Kyg, in order
to include the effects of VOS for the given gas composition.

In the following, VOS correction methods based directly on Eqn. (5.6) are
considered. This includes the “USM method” and the “pressure/density method’¢5.

Installation correction

The vibrating element density transducer is here assumed to be installed in a by-pass

line (on-line installation), downstream of the Orifice. Despite thermal insulation of

the by-pass density line, and precautions to avoid pressure loss, the gas conditions at
the density transducer may be different from the line conditions (at the Orifice),

especially with respect to temperature (due to ambient temperature influence), but
also possibly with respect to pressure (cf. e.g. [Geach, 1994]). There may thus be
need for an installation correction of the density®s. Temperature is a critical

65

66

The VOS correction algorithm given by Eqgn. (5.6) was chosen by [Ref. Group, 2001] for use in
the USM Handbook, and has therefore also been the preferred algorithm in the revision of this
Handbook. Other VOS correction algorithms may be included in later possible revisions.

The NORSOK 1-104 industry standard for fiscal measurement of gas [NORSOK, 1998a,
§5.2.3.7] state that (1) “The density shall be corrected to the conditions at the fiscal measurement
point”, and (2) “if density is of by-pass type, temperature compensation shall be applied”.
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installation consideration as a 1 °C temperature error represents a 0.3 % density error
[Matthews, 1994], [Tambo and Sggaard, 1997] or more [Sakariassen, 2001]67.

In this connection it is worth remembering that the densitometer will always give the
density for the gas in the density transducer. Installation errors result from the sample
gas in the density transducer not being at the same temperature or pressure as the gas
in the line, and hence its density is different.

With respect to temperature deviation between the density transducer and the main
flow due to ambient temperature effects, [Geach, 1994] state that “The pipework
should be fully insulated between these two points to reduce temperature changes
and, where possible, external loop pipework should be in direct contact with the main
line. Unfortunately, this can be difficult to achieve. To aid density equalization,
density transducers should be installed in a thermal pocket in the main line”.
Temperature measurement is available in the density transducer since a Pt 100
element is integrated in the 7812 densitometer [Solartron, 1999]. The temperature
transmitter for this Pt 100 element may be located close to the densitometers8 or
further away, in the flow computer.

With respect to possible pressure deviation, it is emphasized by [Geach, 1994] that
“careful consideration should be given to any flow control valves, filters (including
transducer in-built filters), etc., installed in the external loop. These devices, if
installed between the flow element measuring point and the density transducer, are
liable to cause unacceptable pressure drops”. The flow through the densitometer must
be kept low enough to ensure that the pressure change from the main line is
negligible, but fast enough to represent the changes in gas composition [Tambo and
Sggaard, 1997]. Normally, pressure measurement is not available in the density
transducer [Geach, 1994], [ISO/CD 15970, 1999]. [Geach, 1994] state “such
instrumentation should only be used as a last resort where it is not possible to ensure
good pressure equalization with the meter stream”. Procedures for pressure shift tests
are discussed by [ISO/CD 15970, 1999], and resorts to overcome the problem of
satisfying pressure and temperature equilibrium are discussed by [Geach, 1994].

67 A temperature change of 1 °C can correspond to much more than 0.3 % in density change, since

the temperature also changes the compressibility, Z. In some cases the change can be as large as
0.9 % (e.g. in dry gas at 110-150 bar and 10 °C) [Sakariassen, 2001].

68 In practice, the densitometer’s temperature transmitter is usually located in the densitometer, and

the temperature element and transmitter in the densitometer are calibrated together (at the same
time as the densitometer), to minimize the uncertainty of the densitometer’s temperature reading.
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From the real gas law, correction for deviation in gas conditions at the densitometer
(in the by-pass line) and at the Orifice (line conditions) is made according to [ISO,

1999]
o= (Te | P Y2
o\ T P, \ Z (5.7)

where

T - gas temperature in the pipe, at the Orifice location (line conditions) [K],

P - gas pressure in the pipe, at the Orifice location (line conditions) [bara],

P4 - pressure in the density transducer [bara],

Zg - gas compressibility factor for the gas in the density transducer,

VA - gas compressibility factor for the gas in the pipe, at Orifice location

(line conditions)

For a densitometer of the by-pass type, only one pressure transmitter is here assumed
to be installed: in the meter run (close to the Orifice, for measurement of the line
pressure P). That is, pressure measurement is not available in the density transducer,
i.e. P4 is not measured. In practice, then, the operator of the metering station typically
assumes that the densitometer pressure is equal to the line pressure, P= |5d :
However, there will be an uncertainty associated with that assumption. To account
for this situation, let Py = P + APy, where APy is the relatively small and unknown
pressure difference between the line and the densitometer pressures (usually
negative). 4Py may be estimated empirically, from pressure shift tests, etc., or just
taken as a “worst case” value. In this description, APq4 represents the uncertainty of
assuming that Py = P.

Two temperature transmitters are assumed to be installed: in the meter run (close to
the Orifice, for measurement of the line temperature T), and in the density transducer
(for measurement of the temperature at the densitometer, Ty).

In practice, the gas composition is the same at the Orifice as in the densitometer, and
the pressure deviation is relatively small®®. However, the temperatures in the
densitometer and in the line can vary by several °C, so that the gas compressibility
factors in the line and in the densitometer (Z and Zg) can differ significantly.
Correction for deviation in gas compressibility factors is thus normally made.

69 Tests with densitometers have indicated a pressure difference between the densitometer and the
line of up to 0.02 % of the line pressure [Eide, 2001a], which for a pressure of 100 bar
corresponds to 20 mbar. Differences in pressure will have more influence on low pressure
systems than high-pressure systems.
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5.4.1.5

5.4.1.6

Consequently, with negligible loss of accuracy, the expression Eqn. (5.7) for
installation correction is here replaced by

)

Corrected density

By combining Egs.(5.4)-(5.8), the functional relationship of the corrected density
measurement becomes
2
()
_ _ _ ) (Ta 1 Zs

o=l i Klr, T+ K1, T} 0 aerl2) 69
1+ —2
Z-Cd

in which all three corrections (the temperature correction, the VOS correction and the
installation correction) are accounted for in a single expression.

Note that in Eqn. (5.9), the indicated (uncorrected) density o, has been used as the

input quantity related to the densitometer reading instead of the periodic time 7. That
has been done since u(p,) is the uncertainty specified by the manufacturer

[Solartron, 1999], and not u(7).

Eqgn. (5.9) is a relatively general functional relationship for on-line installed vibrating
element gas densitometers, cf. e.g. [ISO/CD 15970, 1999], which apply to the
Solartron 7812 Gas Density Transducer [Solartron, 2000] (used in the example
calculations in Chapter 6), as well as other densitometers of this type©.

Uncertainty model
The relative combined standard uncertainty of the gas density measurement, E ,, can

be given as input to the program EMU - Orifice Fiscal Gas Metering Station at two
levels: “Overall level” and “Detailed level”, cf. Sections 1.3, 2.4 and 5.7.

70 Note that alternative (but practically equivalent) formulations of the VOS correction may

possibly be used in different densitometers.
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As the “Overall level” is straightforward, only the “Detailed level” is discussed in the
following. The uncertainty model for the gas densitometer is quite general, and
should apply to any on-line installed vibrating-element densitometer, such as e.g. the
Solartron 7812 gas density transducer”. It represents an extension of the uncertainty

model for gas densitometers presented by [Tambo and Sggaard, 1997].
At the “Detailed level”, the relative combined standard uncertainty E , is given’? as

UZ(D)=SEUR(D, )+ UP( Dy )+ 82 UZ(T ) +52, uP(Ty ) +82, u?(T,)
+S;27,Kdu2( Kd )+S;27,ru2(?)+s;27,ccu2(ec )+S;27,cdu2(ed ) (510)

+S;27,APdu2(AI5d )+S;27,Puc2(ls)+u2(lbtemp )+u2(lbmisc)

where

u(p, )

u) =

u(P) =

u(T,)

[
—~~

)
o
N

1]

(@}

u(c, )

u(e,) =

standard uncertainty of the indicated (uncorrected) density
estimate, 0,, including the calibration laboratory uncertainty,
the reading error during calibration, and hysteresis,

standard uncertainty of the repeatability of the indicated
(uncorrected) density estimate, P, ,

standard uncertainty of the gas temperature estimate in the
densitometer, T,

standard uncertainty of the line temperature estimate, T,
standard uncertainty of the line pressure estimate, P,

standard uncertainty of the densitometer calibration temperature
estimate, T_,

standard uncertainty of the VOS correction densitometer
constant estimate, K, ,

standard uncertainty of the calibration gas VOS estimate, C_,

standard uncertainty of the densitometer gas VOS estimate, C,,

1 The extension of the present densitometer uncertainty model in relation to the model presented in
[Tambo and Sggaard, 1997, Annex 2 and 3], relates mainly to the more detailed approach which
has been used here with respect to the temperature, VOS and installation corrections. Here, the
uncertainty model includes sensitivity coefficients derived from the function relationship,
Eqn.(5.9), instead of taking them to be equal to 1.

72 Note that the uncertainty model for the Solartron 7812 gas Density Transducer have been derived
in detail in Appendix G in [Lunde & Frgysa, 2002].
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u(t) = standard uncertainty of the periodic time estimate, 7,

u(AIADd ) = standard uncertainty of assuming that I5d:I5, due to possible
deviation of gas pressure from densitometer to line conditions,

u( ,btemp ) =  standard uncertainty of the temperature correction factor for the
density estimate, o (represents the model uncertainty of the
temperature correction model used, Eqgn. (2.24)).

U(P. ) = standard uncertainty of the indicated (uncorrected) density
estimate, p,, accounting for miscellaneous uncertainty
contributions’3, such as due to:

- stability (drift, shift between calibrations’4),

- reading error during measurement (for digital display instruments)?s,
- possible deposits on the vibrating element,

- possible corrosion of the vibrating element,

- possible liquid condensation on the vibrating element,

- mechanical (structural) vibrations on the gas line,

- variations in power supply,

- self-induced heat,

- flow in the bypass density line,

- possible gas viscosity effects,

- neglecting possible pressure dependency in the regression curve, Eqn. (5.4),
- model uncertainty of the VOS correction model.

In this model, the estimates T, fd and fc are assumed to be uncorrelated (since

random effects contribute significantly to the uncertainty of the temperature
measurement, and so are also the estimates P and 4P, .

73 In accordance with common company practice [Dahl et al., 1999], [Ref Group, 2001], various
“miscellaneous uncertainty contributions” listed in the text have been accounted for in the
uncertainty model (Egn. (5.10) by a “lumped” term, u(p,.. ), With a weight (sensitivity
coefficient) equal to one. Note that this is a simplified approach. An alternative and more correct
approach would have been to start from the full functional relationship of the uncorrected density
measurement p,, Eqn. (5.4), and derive the influences of such miscellaneous uncertainty

contributions on the total uncertainty according to the recommendations of the GUM [ISO,
19954], i.e. with derived sensitivity coefficients.

7 For guidelines with respect to uncertainty evaluation of shift between calibrations, cf. [Tambo
and Sggaard, 1997, Annex 2].

7 For guidelines with respect to uncertainty evaluation of reading error during measurement, cf.
[Tambo and Sggaard, 1997, Annex 2].
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The sensitivity coefficients appearing in Egn. (5.10) are defined as

,b[1+ Kw(f_Fj —fc )]

R P 5.11
8 pu|_1+K18(Td _Tc )J+K19(Td _Tc) ( )
_p
Ser T7F (5.12)
_ T, b, Kys +K P
S, _{1+ [ B }A— (5.13)
pul1+K18(T T+ Ry (T, -1 T,
puK +K £
S,r. == [ S 2 (5.14)
P+ R (Ty -T )+ Ris (T, -T) [T,
[ 2K? 2K 2 7
S S| er ey L Z}P, (5.15)
foo | Kg (T, ) K§+(Tc, )" | Ky
2K 2 2KZ | p
Sor :_[kz +(zd*c )z k2+(“dr6 )2}? (5.16)
d c d d
2K2 7 2K 2 e
Spc = 2 i 2,\£1 Sp,cd :'\Z—i\zﬁ, (517)
© Ky +(IT,)° ¢ K¢ +(TCy)° Cy
p M, p
= S == ~ =, 5.18
PP Py AP °P P+aP, P (5.18)

respectively.

u.(©) needs to be traceable to national and international standards. It is left to the
calibration laboratory and the manufacturer to specify u(,bpu ), u(,brept ), u(fC ),
u(i)temp ), u(7) and u( Rd ), and document their traceability. It is left to the user of
the program EMU - Orifice Fiscal Gas Metering Station to specify u(c. ), u(c,),
u(AI3d ) and u( 0, )- uc(f) and uc(fd ) are in the program set to be equal and are
given by Eqgn. (5.2). u_( I5) is given by Eqn. (5.3).
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5.4.2

In [Tambo and Seggaard, 1997, Annex 2 and 3], u( ,Aorept) is referred to as “the

standard uncertainty of type A component”, to be obtained by determining the
density (at stable conditions) at least 10 times and deriving the standard deviation of
the mean.

With respect to u(c, ), there are at least two methods in use today to obtain the VOS

at the density transducer, cq: the “USM method” and the “pressure/density method”.
For the “USM method”, there are basically two contributions to the uncertainty of cy:
(1) the uncertainty of the USM measurement of the line VOS, and (2) the deviation of
the line VOS from the VOS at the densitometer. For the “pressure/density method”,

the uncertainty of cq is to be calculated from the expressions used to calculate ¢4 and
the input uncertainties to these. Evaluation of u(C, ) according to these (or other)

methods is not a part of the present Handbook, - u(¢, ) is to be calculated and given

by the user of the program. In this approach, the uncertainty model is independent of
the particular method used to estimate cq4 in the metering station.

The uncertainty of the Z-factor correction part of the installation correction (see
Section 5.4.1.4), u(Zd/Z), may be considered negligible according to [Lunde &

Fraysa, 2002], Appendix G, and has therefore also been neglected in this evaluation.

As an example of density uncertainty evaluation, the Solartron 7812 Gas Density
Transducer is evaluated in 5.4.2.

Example uncertainty evaluation

Table 5.10.  Values used in the sample calculation in Table 3.10.

Parameter Value Reference
(Ijr;(:]isci?ctﬁrc]iegl;?'corrected) density by 82.443 kg/m® Example
Temperature in densitometer 48 °C Example
Calibration temperature 20°C Example
Calibration velocity of sound 350 m/s Example
(VOS), P,

Calibration constant, Kig -1.36110° Example
Calibration constant, Kyq 8.44110™* Example
VOS correction constant, Ky 21000 pm Example
Periodic time, T 650 ps Example
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The combined standard uncertainty of the density measurement, u (p), is given by

Eqn. (3.14). This expression is evaluated in the following, for the example considered
here.

Performance specifications for the Solartron 7812 gas density transducer are given in
Table 5.11 as specified in the data sheet [Solartron, 1999], etc.

Table 5.11 Performance specifications of the Solartron 7812 Gas Density Transducer [Solartron,
2000], used as input to the uncertainty calculations given in Table 4.11.

Quantity or Source Value or Expanded Coverage  Reference
uncertainty factor, k

Calibration temperature (air) 20 °C - [Solartron, 2000]

Full scale density range 1 - 400 kg/m® - [Solartron, 2000]

< 0.1 % of m.v. (nitrogen)
< 0.15 % of m.v. (nat. gas)

Within 0.01 % of full scale

Densitometer “accuracy”, U(p, ) [Solartron, 2000]

Repeatability, U( 0., ) [Solartron, 2000]

density

Calibration temperature, U(T, ) 0.1°C (at20°C) [Solartron, 2000]
Temperature correction model, 3

- < 0.001 kg/m*/°C [Solartron, 2000]
U ( ptemp )
VOS correction model, U( 0, ) Not specified (see text) [Solartron, 1999]
Pressure effect, U( Dy ) Negligible (see text) gSAO.'f]r"o“v 1999,
Stability - element, U( 0, ) Negligible (see text) gsl?éé%m 1999,
Deposits, U( Dy ) Not specified (see text) gsl?:'fgfgg; 81]999'
Condensation, U( Oy ) Not specified (see text) g’;”ronv 1999,
Corrosion, U( Dy, ) Not specified (see text) gslf’éf‘grggjsl]gg"v
Gas viscosity, U( 0, ) Negligible (see text) [Matthews, 1994]
Vibration effects, U( Dy ) Not specified (see text) giééé{t_fggjsl]gg&
Power supply effects, U( Oy ) Negligible (see text) [§51?§?{§r°”* 1999,

i s iai Solartron, 1999,
Self induced heat effects, U( 0 ) Negligible (see text) glc.);{]ron
Sample flow effects, U( 0, ) Negligible (see text) [Matthews, 1994]

The contributions to the combined standard uncertainty of the density measurement
are described in the following. As the confidence level of the expanded uncertainties
is not specified in [Solartron, 2000], this is here assumed to be 95 %, with a normal
probability distribution (k = 2).
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Densitometer “accuracy”, u( p, ): The densitometer “accuracy” is specified in

the manufacturer instrument manual [Solartron, 2000] as being less than £0.1 %

of reading in nitrogen, and less than 0.15 % of reading in natural gas. This
includes  uncertainties of Egn. (5.4). That is, u(p,)=U(p,)/2

=|0.15M02 B2.443 kg /m*|/2 = 0.0618 kg/m® 7. The relative standard
uncertainty is u( p, )/p, = 0.15%/2 =0.075 %.

Repeatability,u(brept ): In the manufacturer data sheet [Solartron, 2000], the

repeatability is specified to be within 0.01 % of full scale density. The density

range of the 7812 densitometer is given to be 1 to 400 kg/m®. That is,
U( Prept ) =U( Dyt )/2 =0.0101072 [400/2 =0.02 kg / m®.

Calibration temperature, u('IA'C ): The uncertainty of the calibration temperature

is specified in the manufacturer data sheet [Solartron, 2000] as 0.1 °C at 20 °C.
That is, u(T,)=U(T,)/2 =0.1 °C/2 =0.05 °C.

Line temperature, uc(f ):  The uncertainty of the line temperature is taken
from Table 5.5.

Densitometer temperature, uc('fd): The uncertainty of the densitometer

temperature is taken from Table 5.5.

Line pressure, u,( I5): The uncertainty of the line pressure is taken from Table
5.8.

Pressure difference, densitometer to line, u(AI5d ): The densitometer pressure

P, is not measured, and assumed to be equal to the line pressure P.In practice

the density sampling system is designed so that the pressure deviation between
the densitometer and line, 4P,, is relatively small. Tests with densitometers

have indicated a pressure deviation Alf’d of up to 0.02 % of the line pressure, P
[Eide, 2001a]. AIE’d can be positive or negative, depending on the actual

installation [Sakariassen, 2001].

76

The manufacturer's uncertainty specification is used here. By calibration of the the densitometer
in an accredited calibration laboratory, the densitometer "accuracy™ may be significantly reduced.
Example of a calibration certificate specification for the densitometer "accuracy” U( p, ) may be
e.g. 0.027-0.053 %, for the density range 25-250 kg/m®, at a 95 % confidence level (k = 2) [Eide,
2001a]. Such values correspond to 0.014-0.027 % for the relative standard uncertainty of the
densitometer “accuracy”. This includes linearity, hysteresis, repeatability, reading uncertainty,
and reference instruments uncertainty.

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 157

For the present case (IAD =100 bara), AIADd = 20 mbar is used as a representative
example. Assuming a Type B uncertainty, at a 100 % confidence level and a
rectangular probability distribution within the range +20 mbar (k = /3 ), one
obtains u(4P, ) =U (4P, )/~/3 = 0.02 bar/-/3=0.0115 bar.

8. VOS, calibration gas, u(c, ): The uncertainty of the sound velocity estimate of

the calibration gas is tentatively taken to be 1 m/s. Assuming a Type B
uncertainty, at a 100 % confidence level and a rectangular probability
distribution within the range +1 m/s (k = \/5), one obtains

u(e, ) =U(&,)/+3=1/+/3 =0.577 m/s.

9. VOS, densitometer gas, u(c, ): As described in Section 5.4.1.3, when using

Eqgn. (5.6) for VOS correction, there are at least two methods in use today to
obtain the VOS at the density transducer, cq: the “USM method” and the
“pressure/density method”. As explained in Section 5.4.1, evaluation of u(c, )
according to these (or other) methods is not a part of the present Handbook.
Hence, one does not rely on the particular method used to estimate cq in the
metering station.

The uncertainty of the VOS estimate in the density transducer is here taken to be
1 m/s, tentatively. Assuming a Type B uncertainty, at a 100 % confidence level
and a rectangular probability distribution within the range +1 m/s (k = \/5), one
obtains u(¢, )=U(&, )/v/3=1/+/3 =0.577 m/s.

10. Periodic time, u(7): The uncertainty of the periodic time 7 involved in the

VOS correction depends on the time resolution of the flow computer, which is
here set to 0.1 ps, tentatively (10 MHz oscillator) [Eide, 2001a]. Assuming a
Type A uncertainty, at a 100 % confidence level and a rectangular probability
distribution within the range 0.1 ps (k = +/3 ), one obtains u(7) :U(?)/\/_ =
0.1 us/+/3 =0.0577 s.

11. VOS correction constant, u(Rd): A figure for the uncertainty of the
dimensional constant Kd used in the VOS correction has not been available for

the present study. A tentative uncertainty figure of 10 % is used here, as a
reasonable example [Eide, 2001a]. For K, = 21000 pm (cf. Table 4.4), that

gives U(Rd) = 2100 pm. Assuming a Type B uncertainty, at a 100 %

confidence level and a rectangular probability distribution within the range

NFOGM, NPD, CMR, NIF Revision 2, March 2003



158 Handbook of uncertainty calculations

+2100 pum (k = +/3), one obtains u(K, )=U(K, )/~/3 = 2100 zm//3 =1212

pm.

12. Temperature correction model, u( ,“oIemp ): Temperature changes affect both the

modulus of elasticity of the vibrating element, and its dimensions. Both of these
affect the resonance frequency [Matthews, 1994]. For high-accuracy
densitometers like the Solartron 7812, this effect is largely eliminated using Ni-
span C stainless steel’’, and the temperature correction model given by Eqn.
(5.5). However, the temperature correction model itself is not perfect, and will
have an uncertainty.

The uncertainty of the temperature correction model itself, Eqn. (5.5), is

specified in the manufacturer instrument manual [Solartron, 1999, 8A.1] as being
less than 0.001 kg/m?/°C. That is, U( Dy ) = U ( D )/2 =[0.001028 |/2

=0.024kg/ m®.

13. VOS correction model, u(p,;. ): For gas densitometers the fluids are very

compressible (low VOS), and VOS correction is important [Solartron, 1999],
[Matthews, 1994]. For high-accuracy densitometers like the Solartron 7812, this
effect is largely eliminated using the VOS correction model given by Eqgn.
(2.25). However, the VOS correction model itself is not perfect (among others
due to use of a calibration gas, with another VOS than the line gas in question),
and will have an uncertainty.

The uncertainty of the VOS correction model itself, Eqn. (5.6), is not specified in
the manufacturer instrument manual [Solartron, 1999]. In the present calculation
example the uncertainty of the VOS correction model is neglected for the

Solartron 7812 densitometer. That is, the VOS correction model contribution to
U( D, )i S€ tO ZEro.

14. Pressure effect, u( p,;. ): The uncertainty of the pressure effect is not specified

in the manufacturer instrument manual [Solartron, 1999]. According to
[Matthews, 1994], “for vibrating cylinders there is no pressure effect on the
resonance frequency because the fluid surrounds the vibrating element, so all
forces are balanced”. Consequently, in the present calculation example this

77 For densitometers with vibrating element made from other materials than Ni-span C, the
temperature effect may be considerably larger [Matthews, 1994].
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15.

16.

17.

uncertainty contribution is assumed to be negligible for the Solartron 7812
densitometer. That is, the pressure effect contribution to u( p,... ) is set to zero.

Stability - element, u(0,;.): The instrument manual states that [Solartron,

1999; 81.3.3] “The long term stability of this density sensor is mainly governed
by the stability of the vibrating cylinder sensing element. This cylinder is
manufactured from one of the most stable metals, and being unstressed, will
maintain its properties for many years”. In the present calculation example this

uncertainty contribution is neglected for the Solartron 7812 densitometer. That
is, the long time stability effects contribution to u( o, ) is set to zero.

Deposits, u( p,,. ): The instrument manual states that [Solartron, 1999; §1.3.3]

“Deposition on the cylinder will degrade the long term stability, and care should
be taken to ensure that the process gas is suitable for use with materials of
construction. The possibility of deposition is reduced by the use of filters, but,
should deposition take place, the sensing element can be removed and
cleaned”’8. According to [Campbell and Pinto, 1994], “another problem with the
gas transducers can be the presence of black dust like particles on the walls of
the sensing element. These particles can often cause pitting on the sensing
element which renders the cylinder as scrap”. In the present calculation example
this uncertainty contribution is neglected for the Solartron 7812 densitometer.
That is, the uncertainty contribution to u( p,,... ) which is related to deposits is set

to zero.

Condensation and liquid contamination, u( o, ): In the instrument manual

it is stated that [Solartron, 1999; §3.8] “Condensation of water or liquid vapours
on the sensing element will cause effects similar to deposition of solids except
that the effects will disappear if re-evaporation takes place.” Cf. also [Geach,
1994].

According to [Campbell and Pinto, 1994], “transducers which are returned for
calibration have been found on many occasions to contain large quantities of
lubricating type oil, which has the effect of stopping the transducer vibrating.
The presence of this liquid usually indicates a problem with the lub oil seals of
the export compressors”.

78

The risk of damaging the element in case of dismantling and clening offshore by unexperienced
personnel may be large [Campbell and Pinto, 1994]. Scratches or denting during the cleaning
procedure reduces the element to scrap.
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In the present calculation example this uncertainty contribution is neglected for

the Solartron 7812 densitometer. That is, the uncertainty contribution to
u( ... )Which is related to condensation is set to zero.

18. Corrosion, u( 2,;. ): In the instrument manual it is stated that [Solartron, 1999;

81.3.3] “Corrosion will degrade the long term stability, and care should be taken
to ensure that the process gas is suitable for use with materials of construction.”
In the present calculation example this uncertainty contribution is neglected for

the Solartron 7812 densitometer. That is, the uncertainty contribution to
u( P, )Which is related to corrosion is set to zero.

19. Gas viscosity, u(p,..): Viscosity has the effect of damping all vibrating-

element transducers which causes a small over-reading in density. For gas
densitometers the effect of viscosity is so small that it is virtually impossible to
measure at anything but very low densities [Matthews, 1994]. In the present
calculation example this uncertainty contribution is neglected for the Solartron
7812 densitometer. That is, the uncertainty contribution to u( p,.. )which is

related to gas viscosity is set to zero.

20. Vibration effects, u( 0, ): In the instrument manual it is stated that [Solartron,

1999; 83.8] “The 7812 can tolerate vibration up to 0.5g, but levels in excess of
this may affect the accuracy of the readings. Use of anti-vibration gasket will
reduce the effects of vibration by at least a factor of 3, at levels up to 10g and
2200 Hz”. In the present calculation example this uncertainty contribution is

neglected for the Solartron 7812 densitometer. That is, the uncertainty
contribution to u( p,,.. ) which is related to vibration effects is set to zero.

21. Power supply effects, u(Q,,.): In the instrument manual it is stated that

[Solartron, 1999; 83.8] the 7812 is insensitive to variations in power supply. In
the present calculation example this uncertainty contribution is neglected for the

Solartron 7812 densitometer. That is, the uncertainty contribution to
u( P, )Which is related to power supply effects is set to zero.

22. Self induced heat effects, u(p,..): In the instrument manual it is stated that

[Solartron, 1999; 83.8] “since the power consumption is extremely small, the self
induced heat may be neglected”. In the present calculation example this
uncertainty contribution is neglected for the Solartron 7812 densitometer. That
is, the uncertainty contribution to u( p,,.. ) which is related to heating is set to

ZEro.
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23. Sample line flow effects, u(p,;.): According to [Matthews, 1994], “All

resonant element sensors will be affected by flow rate in some way. As flow rate
increases, the output will generally give a positive over-reading of density and
the readings will become more unstable. However this effect is very small and
providing the manufacturers recommendations are followed then the effects can
be ignored”. In the present calculation example this uncertainty contribution is
neglected for the Solartron 7812 densitometer. That is, the uncertainty
contribution to u( p,,.. ) which is related to flow in the density sample line is set

to zero.

A sample uncertainty budget is given in Table 5.12 for evaluation of the expanded
uncertainty of the pressure measurement according to Eqn. (5.10). The figures used
for the input uncertainties are those given in the discussion above.
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Table 5.12

Sample uncertainty budget for the measurement of the gas density using the Solartron
7812 Gas Density Transducer [Solartron, 1999],[Solartron, 2000], calculated
according to Egn. (5.10).

Input uncertainty

Combined uncertainty

Source Expand. Conf. level | Cov. Standard Sens.
uncert. & fact., | uncertainty .
coeff. Variance
Distribut. k
Densitometer 0.124 kg/m® | 95 % (norm) | 2 0.0618 kg/m® | 0.989734 | 3.7400° (kg/m®)?
“accuracy”, U(p, )
Repeatability, U( D, ) | 0-04kg/m® | 95 % (norm) | 2 0.02kg/m* |1 4.0010* (kg/m®)?
Calibration 0.1°C 95 % (norm) | 2 0.05°C -0.000274 | 1.88[10%° (kg/m?)?
temperature, U(T, )
Line temperature, 0.1529 °C 95 % (norm) | 2 0.0765 °C 0.252576 | 3.73[10™ (kg/m°)?
u(T)
Densitometer 0.1529 °C 95 % (norm) | 2 0.0765 °C 0.253875 | 3.77010™* (kg/m®)?
temperature, U(T, )
Line pressure, U(P) | 0.0839 bar | 95 % (norm) | 2 0.04197 bar | 0.000163 | 4.6910™ (kg/m®)?
Pressure difference, 20 mbar 100 % (rect) | 3 0.0116 bar | -0.816037 | 8.88[107° (kg/m®)?
densitometer-line,
U(4r,)
VOS, calibration gas, 1m/s 100 % (rect) | /3 0.577 m/s -0.00394 | 5.18[10° (kg/m®)?
U(Z,)
VOS, densitometer gas, | 1 m/s 100 % (rect) | 3 0.577 m/s 0.002365 | 1.87010°° (kg/m®)?
U(c,)
Periodic time, U(7) 0.1 s 100 % (rect) | /3 0.0577 ps -0.000611 | 1.24[107 (kg/m®)?
Model constant, 2100 pm 100 % (rect) | 3 1212.43 pm | 1.89M0° | 5.2510* (kg/m®)?
U(Ky)
Temperature correction | 0.048 kg/m® | 95 % (norm) | 2 0.024 kg/m® | 1 5.76010* (kg/m®)?
model, U( Dyeny )
Sum of variances uZ(p) 6.092010° (kg/m?)?
Combined standard uncertainty u, (9) 0.07805 kg/m?
Expanded uncertainty (95 % confidence level, k = 2) U(p) 0.1561 kg/m?
Density P 81.62 kg/m®
Relative expanded uncertainty (95 % confidence level) u(p)/p 0.1913 %

The calculated expanded and relative expanded uncertainty (specified at a 95 %
confidence level and a normal probability distribution, with k = 2) is 0.16 kg/m® and
0.19 %, respectively. Note that this value is calculated under the assumption that the
input uncertainties taken from the [Solartron, 1999] data sheet correspond to a 95 %
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confidence level (k = 2). As Solartron has not specified k, this is an assumption, and
another coverage factor k would alter the densitometer uncertainty.

55 Pipe and orifice diameters

The orifice and pipe evaluated are not specified while the uncertainty evaluation does
not restrict to specific types of orifices or pipes other than that the orifice and pipe
must be manufactured according to international standards [ISO, 1995b].

Table 5.13.  Values of variables used in the sample calculation in Table 5.14 and Table 5.15.

Parameter Value Reference

D(To) 444.5110° m [Sample values, 1999]
d(To) 266.18410 > m [Sample values, 1999]
Operating temperature, T 50 °C

Inital measurement temperature, Ty | 15 °C

Thermal coefficient of pipe, }p 3.5[10° m/°C [Sample values, 1999]
Thermal coefficient of orifice, 1.6[10° m/°C [Sample values, 1999]

55.1  Functional relationships

The temperature corrected orifice and pipe diameters are given in Eqn.(5.19) and
(5.20).

d(T) =d(T,) L +y, LT -T,)) (5.19)

D(T) =D(T,) ML+, 4T -T,)) (5.20)
where
d(To) - initial orifice diameter measured at a temperature To [m].
d(T) - temperature corrected orifice plate diameter
D(To) - initial pipe diameter measured at a temperature To [m].
D(T) - temperature corrected pipe diameter

)7 - thermal coefficient of orifice plate material [mm/mm/°C]

o - thermal coefficient of pipe material [mm/mm/°C]

To - temperature at which the diameters were initially measured [°C]
T - operating line temperature [°C]
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55.2  Example uncertainty evaluation

The uncertainty of the corrected diameters, d and D, are due to uncertainty in the
initial measurement of the diameters, in addition to the measured temperatures and
the thermal coefficients. However, the temperature correction will only cause small
adjustments of the diameters, and it is therefore further expected that the temperature
correction would have only a small influence on the combined uncertainty. In the
sample calculations, the relative expanded uncertainties of d and D has been set to
0.07% and 0.4%, respectively’®.

Sample uncertainty budgets have been created for the pipe and orifice diameters in
Table 5.14 and Table 5.15. The sensitivity coefficients are calculated as partial
derivatives (Cf. Chapter 2).

Table 5.14 Example uncertainty budget for pipe diameter uncertainty.
Input uncertainty Combined uncertainty
Source Expand. Conf. level | Cov. Standard Sens.
uncert. & fact., | uncertainty .
coeff. Variance
Distribut. k
Initial pipe diameter, | 1.778 mm 95 % (norm) | 2 0.889 mm 1.000123 791010 mm?
D(To)
Line temperature, T | 0.1529 °C 95 % (norm) | 2 0.0765 °C 1.555810° 1.420108 mm?
mm/°C
Temperature when 1.02 °C 95 % (norm) | 2 0.51°C -1.55610° 6.30010" mm?
pipe diameter were mm/°C
measured, T,
Thermal coefficient 31107 1/°C | 95% (norm) | 2 1.50107 15557.5 5.45[10°° mm?
of pipe material, )5 mm/°C mm°C
Sum of variances 2 A 7.905010™" mm?
u; (D(T))
Combined standard uncertaint 3 0.8891 mm
Y u; (B(T))
Expanded uncertainty (95 % confidence level, k = 2 3 1.778 mm
P Y (85% ) U, (D(T))
Operating pipe diameter 6(T) 444.5mm
Relative expanded uncertainty (95 % confidence level) U (6(1-)) / Ij T) 0.40 %

79 According to [Eide, 2002] these uncertainties are probably one orders of magnitude larger than
what is achieved in practise today.
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Table 5.15 Example uncertainty budget for orifice diameter uncertainty.
Input uncertainty Combined uncertainty
Source Expand. Conf. level | Cov. Standard Sens.
uncert. & fact., | uncertainty .
coeff. Variance
Distribut. k

Initial pipe 0.1864 mm 95 % (norm) | 2 1.00056 1.00056 8.70010°° mm?

diameter, d(To)

Line temperature, | 0.1529 °C 95 % (norm) | 2 0.0042589 | 4.2589110° | 1.06(107 mm?

T mm/°C ®m/°C

Temperature when | 1.02 °C 95 % (norm) | 2 -0.004259 - 4.72010° mm?

pipe diameter were mm/°C 4.2589010°

measured, Ty ®m/°C

Thermal coefficient | 40107 1/°C 95 % (norm) | 2 9316.44 9.3164 3.4710° mm?

of pipe material, jp mm/°C oct

Sum of variances 2.4 8.704010° m?
Ug (d(T))

Combined standard uncertaint " 0.0933mm

Y u, (d(T))

Expanded uncertainty (95 % confidence level, k = 2) 7 0.1866 mm
U, (d(T))

Operating pipe diameter aa-) 266.33 mm

Relative expanded uncertainty (95 % confidence level) U (a(l'))/a(l') 0.07 %

From the uncertainty budgets shown in Table 5.14 and Table 5.15 it is evident that
the uncertainty due to the thermal coefficients and the measured temperatures may be

neglected. The combined uncertainty then equals the uncertainty of the initial

measurement of the diameters. The temperature-corrected diameters are input to

other functional relationships used in the calculation of the mass flow rate. The

values of the thermal coefficients and the measured temperatures must therefore still

be input to the program in order to include the temperature correction of the

diameters in the calculation, although the uncertainty introduced by this correction
may be neglected.
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5.6 Diameter ratio

The diameter ratio, [, is the ratio of the diameter of the orifice (or throat) of the
primary device to the internal diameter of the measuring pipe upstream the primary
device [ISO, 2003a].

The figures of the variables used in the sample calculation in Table 5.16 are listed in
Table 5.13.

5.6.1  Functional relationship

The diameter ratio is thus calculated from the temperature corrected orifice and pipe
diameters as:

_d() _d@,) fi+y, o1 -T,)) o1
D(T)  D(T,) fL+y, 0T -T,)) (6.21)

B

where
B - diameter ratio
d(To) - initial orifice diameter measured at a temperature Ty [m]
d(T) - temperature corrected orifice plate diameter
D(To) - initial pipe diameter measured at a temperature To [M]
D(T) - temperature corrected pipe diameter

)7 - thermal coefficient of orifice plate material [m/°C]

o - thermal coefficient of pipe material [m/°C]

To - temperature at which the diameters were initially measured [°C]
T - operating temperature [°C]

5.6.2 Example uncertainty evaluation

The uncertainty of the diameter ratio depends on the uncertainty in the measured
orifice and pipe diameters, the thermal coefficients and the measured temperatures. In
addition, uncertainty due to covariance in the measurement of operating temperature
(and eventually the measurement of the temperature when the diameters were
initially measured) must be included.

The uncertainty of the diameter ratio, £, is mainly due to the initial measurement of
the orifice and pipe diameters (Cf. Chapter 5.5). Since the uncertainty due to the
temperature measurements and the thermal coefficients can be neglected in the
diameter uncertainty calculations, they can also be neglected in the diameter ratio
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uncertainty calculation. Further, if the uncertainty of the temperature measurements is
negligible, the uncertainty due to the correlated temperature measurements will be
even smaller, and thus also negligible.

In Table 5.16 a sample uncertainty calculation is shown for the diameter ratio
including the uncertainties of diameters and the covariance term. The covariance term
is calculated as:

covariance = 2{(aﬁ(d' D) (9d (mﬂ)]j(aﬁ(d, D) E@D(m)]) () C(T) Dl} (5.22)

od oT oD oT

Table 5.16 Example uncertainty budget for the diameter ratio uncertainty.

Input uncertainty Combined uncertainty
Source Expand. Conf. level | Cov. Standard Sens.
uncert. & fact., | uncertainty .
coeff. Variance
Distribut. k
d(m) 1.778 mm 95 % (norm) | 2 0.889 mm -0.001348 1.44110°
1/mm
D(T) 0.1866 mm | 95 % (norm) | 2 0.0932 mm | 0.002249 4.40110°®
1/mm
Covariance -2.35107%
Sum of variances 200 1.48[10°
uc (B)
Combined standard uncertaint . 0.0012
Y u. (8)
Expanded uncertainty (95 % confidence level, k = 2) U, ( ,B) 0.0024
C
Operating pipe diameter B 0.5991
Relative expanded uncertainty (95 % confidence level) U( ﬁA) / ﬁ‘ 0.406 %

A covariance term exists due to the measured temperature that is common to the two
diameter correction expressions. However, the covariance term is negligible and may
be neglected. This is expected while the uncertainty of the measured temperature is
negligible in the calculation of the uncertainty of the temperature-corrected
diameters.

Hence, the uncertainty of the diameter ratio may therefore simply be calculated from
the uncertainty of the orifice and pipe diameter input quantities.
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5.7

5.7.1

Expansibility factor

The expansibility factor, & is a coefficient which takes into account the
compressibility of the fluid. £ is equal to unity if the fluid is incompressible and is
less than unity when the fluid is compressible. Theoretically & depends on the
Reynolds number as well as on the values of the pressure ration and the isentropic
exponent of the fluid. According to ISO 5167-1:2003 [ISO, 2003a], experiments
show that in practise € may be regarded as independent of the Reynolds number.
Hence, for a given diameter ratio of a given primary device, £ only depends on the
pressure ratio and the isentropic exponent. It must be noted that the absolute pressure
is to be used in the expression for the expansibility factor, and the atmospheric
pressures must then be added to the measured gauge pressures.

Functional relationship

The expansibility factor, & is given according to ISO 5167-1:2003 [ISO, 2003b]
when the static pressure is measured upstream of the orifice.

£=1-(0.351+0.256 (3" +0.93(B°) 1—(%]% (5.23)
1
where
£ - expansibility factor
B - diameter ratio
Py - static pressure measured at upstream tapping [bara]
P, - static pressure measured at downstream tapping [bara]
K - isentropic exponent

Since the calculation of gis in practise based on one static pressure measurement and
one differential pressure measurement, the static pressure that is not measured must
be calculated from the measured static and differential pressures:

P, =P, +AP (5.24)

or:
P, =P —-AP (5.25)

where
AP - differential pressure [bar]

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 169

As the static pressure may be measured either upstream or downstream, the
functional relationship for the expansibility factor may take two forms:

1. Expansibility factor with a static pressure measurement at the upstream tapping:

P, —AP]%‘
(5.26)

£=1-(0.351+0.256 [3* +0.935°) 1—( 5
1

2. Expansibility factor with a static pressure measurement at the downstream tapping:

4
P
£=1-(0.351+0.256 3" +0.938°) 1—(P2 n AP] (5.27)

5.7.2 Example uncertainty evaluation

The combined uncertainty of the expansibility factor depends on the functional
relationship used. The uncertainty contributors are the diameter ratio, the isentropic
exponent, the discharge coefficient, and the differential and static pressure
measurements. In addition uncertainty arise due to the fact that the expansibility
factor is experimentally determined and its coefficients are found by curve fitting to
experimental data.

The model uncertainty is given in ISO 5167-2:2003 [ISO, 2003b], as a relative
uncertainty (assumed to be given at 95% confidence level), relative to the value of
the expansibility factor. This model uncertainty is shown in Eqgn. (5.28) and is based
on the assumption that S, AP/P1 and « is known with zero uncertainty.

3.5 AP
u(‘gmod el) - K |:IPl (528)
3 100

mod el

NFOGM, NPD, CMR, NIF Revision 2, March 2003



170

Handbook of uncertainty calculations

Table 5.17 Sample uncertainty budget for expansibility factor referred to upstream conditions
with static (gauge) pressure measurement at the upstream tapping. The atmospheric
pressure is added to the gauge pressure to obtain the absolute static pressure.

Input uncertainty Combined uncertainty
Source Expand. Conf. level | Cov. Standard Sens.
uncert. & fact., uncertainty .
coeff. Variance
Distribut. k
Diameter ratio, 8 | 0.0024 95 % (norm) 2 0.001216 -0.00119 2.1m0*
Isentropic 0.01 95 % (horm) 2 0.005 0.000944 2.23m™
exponent, K
Differential 0.4243 mbar | 95 % (norm) 2 0.000212 mbar | -0.00386 1/bar 5.1610™
pressure, AP
Static abs. 0.0839 bar | 95 % (norm) 2 0.041969 bar 1.271010° 1/bar | 2.19010%°
pressure, Py
Model 9.7624[10° | 95% (norm) | 2 | 4.88MD° 1 2.38010°
Sum of variances 2(p 9
u; ( ‘91) 2.41010
Combined standard uncertaint & N
y u, ( ‘91) 491010
Expanded uncertainty (95 % confidence level, k = 2) U (g ) 9.81M0°
c 1
Expansibility factor 51 0.998884
Relative expanded uncertainty (95 % confidence level) 0.0098 %

U, (é%

From the calculation shown in Table 5.17 it is evident that the model uncertainty
dominates the uncertainties of the other input quantities.

According to [Dahl et al., 1999], the uncertainty contributions from the input
guantities may actually be neglected when compared to the large model uncertainty
independent of which functional relationship for the Expansibility factor is used.
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5.8 Discharge coefficient

The discharge coefficient, C, defined for an incompressible fluid flow, relates the
actual flow rate to the theoretical flow rate through the device [ISO, 2003b].
Calibration of standard primary devices by means of incompressible fluids (liquids)
shows that the discharge coefficient is dependent only on the Reynolds number for a
given primary device in a given installation (given diameter ratio).

5.8.1  Functional relationship

The functional relationship for calculation of the discharge coefficient is given
according to ISO 5167-2:2003 [ISO, 2003b], as

C =0.5961+0.0261[3° —0.216 [B°

6
+0.000521 [E ’BREHO

€o €p

0.7 106 0.3
j +(0.0188 +0.0063[A) [B°*° [ﬁR—j
(5.29)

4
+(0.043+0.080 @™ 01232 ) {1 -0.110R) [El ,Bﬂ4 }

~0.0310M",-0.8IM","" ) [B**

In the case where the pipe diameter, D, is less than 71.12 mm (2.8 in), the following
term should be added to the equation in (5.29):

+0.011000.75- ) [éz.s—%j (5.30)
where
C - discharge coefficient
B - diameter ratio (Cf. Chapter 8.4)
Rep - Reynolds number related to D
D - Pipe diameter [mm] (Cf. Chapter 8.3)
Ly - is the quotient of the distance of the upstream tapping from the

upstream face of the plate, and the pipe diameter (L; = 1:/D).
(Cf. 1ISO 5167-2:2003 [1SO, 2003b])
L’, - isthe quotient of the distance of the downstream tapping from the

downstream face of the plate, and the pipe diameter (L’; = I’2/D).
(L’2 denotes the reference of the downstream spacing from the
downstrean face, while L, would denote the reference of the
downstream spacing from the upstream face).

(Cf. ISO 5167-2:2003 [ISO, 2003b])

NFOGM, NPD, CMR, NIF Revision 2, March 2003



172 Handbook of uncertainty calculations
_ (19000 108
A= (522 9
1 — 2 EII_IZ
M%=1C 5 (5.32)
L1 and L’; is defined in 1SO 5167-2:2003 [ISO, 2003b], and is depending on the
tapping arrangement:
Flange tappings: Ly =L’,=25.4/D (where D is in millimetre)
Corner tappings: Ly=L",=0
D and D/2 tappings: L;=1,L’>=0.47
The Reynolds number is a dimensionless quantity expressing the ratio between the
inertia and viscous forces of the upstream condition of the fluid of the upstream
diameter of the pipe, D. It is calculated according to ISO 5167-1:2003 [I1SO, 2003]
as:
400
Re, = =
° = 770, D (5.33)
where
Rep is the Reynolds number
Om is the mass flow rate [kg/s]
J7 is the viscosity [Pa-s]
D is the pipe diameter [m]
5.8.2 Example uncertainty evaluation

The uncertainty contributors are the diameter ratio, the pipe diameter, the mass flow
rate, the viscosity and the model uncertainty.

The functional relationship used for calculation of the discharge coefficient will
influence not only the calculation of the discharge coefficient, but also the calculation
of the uncertainty of the discharge coefficient.
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The relative model uncertainty is given in 1ISO 5167-2:2003 [ISO, 2003b] as:

For0.1<(3<0.2 : (0.7 - B)% of discharge coefficient value
(95% confidence level is assumed)

For0.2< < 0.6 : 0.5% of discharge coefficient value
(95% confidence level is assumed)

For0.6< <075 (1.667(-0.5)% of discharge coefficient value
(95% confidence level is assumed)

If D < 71.12 mm (2.8 in), the following relative uncertainty should be added
arithmetically to the above values:

D
+0.90(0.75- ) E{2.8 - 25.4}% (5.34)
If £>0.5and Rep < 10000, the following relative uncertainty should be added
arithmetically to the above values:

+0.5% (5.35)

It is further stated in 1SO 5167-2:2003 [ISO, 2003] that additional uncertainty
contributions shall be added arithmetically to the uncertainty of the Discharge
coefficient to account for divergent installations. Examples of such diverging
installations are described in Section 6.2.4, 6.2.8 and 6.4.4 in 1SO 5167-2:2003 [ISO,
2003]. According to [Dahl et al, 1999] the model uncertainty totally dominates the
uncertainty of the Discharge coefficient. Hence, uncertainty contributions due to the
input quantities may be considered negligibly small compared to this model
uncertainty, independent of tapping arrangement and functional relationship used in
calculation of the Discharge coefficient.

The combined uncertainty of the Discharge coefficient then simply comprises the
arithmetic summation of the model uncertainty and additional uncertainty
contributions, which is also implemented in a special uncertainty budget for the
Discharge coefficient in the EMU-program.
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5.9

5.10

Signal communication and flow computer uncertainty

Uncertainty contributions from signal communication and flow computer are not
addressed in this Handbook, but in the program EMU - Orifice Fiscal Gas Metering
Station the user has the possibility to specify such uncertainty contributions, in case
that is found to be necessary. Normally these contributions are very small and
probably negligible.

Combined expanded uncertainty of the Orifice fiscal gas metering
station

The combined expanded uncertainty of the Orifice fiscal gas metering station is
calculated in terms of actual mass flow rate. The functional relationships for the
actual mass flow rate has previously been given in Eqn. (5.1), but is re-printed here
for convenience:

q, = 1—C,84 £ %d 2 J2[A\P [p, (5.36)

where

Om - mass flow rate [kg/s]

C - discharge coefficient

B - diameter ratio

& - expansibility at upstream conditions

& - expansibility at downstream conditions

ol - density at upstream conditions [kg/m?]

oy - density at downstream conditions [kg/m®]

d - diameter of orifice [m]

AP - differential pressure over orifice [Pa]

Eqn. (5.36) is used for measurements referred to upstream conditions.

The evaluation of the uncertainty of the actual mass flow rate is based on previous
chapters and the sample metering station calculation has been performed for the
following configuration:

» Flange pressure tapping arrangement
» Static pressure is measured from the upstream differential pressure tapping
* The expansibility factor is referred to upstream conditions
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Table 5.18. Figures used in the example calculations.

Parameter Covered in...

Diameter ratio, 3 Cf. Section 5.6
Orifice diameter, d Cf. Section 5.5
Discharge Coefficient Cf. Section 5.8
Expansibility factor, & Cf. Section 5.7
Density, p Cf. Section 5.4
Differential pressure, AP Cf. Section 5.3

Regarding the operating conditions, please refer to Section 5.1.2 and the respective
references given in Table 5.18.

A covariance term must be included in the evaluation of the combined uncertainty of
the mass flow rate. This covariance term reduces significantly by the fact that
uncertainties other than the model uncertainties may be neglected from the combined
uncertainties of C (Cf. Chapter 5.8) and & (Cf. Chapter 5.7). When the uncertainty of
an input quantity does not contribute to the combined uncertainties of £ or C, the
correlation’s introduced to the combined uncertainty in mass flow rate are expected
to be even smaller and thus negligible.

The covariance term will therefore only be due to the orifice diameter, which is a part
of the expression for the mass flow rate and also a part of the diameter ratio, .

This covariance term can be expressed as:

(94, ) {94, 9B
Covariance = 2 E{(Hj EEW %] [u(d) w(d) Dl} (5.37)

where u(d) is the standard uncertainty of the orifice diameter.

It must be further noted that since the mass flow rate is a function of itself, and
calculated by iteration, the sensitivity coefficients must be calculated using implicit
differentiation. Hence,

aq, (d,C, B,&,4P, p, qm%c
Sc :1_aqm(d,C,,8, £,AP,p,qm% (5.38)
0q,,

where S; is the sensitivity of the mass flow rate with respect to the discharge
coefficient and qm(d,C,B,&4P,0,0m) is the implicit mass flow rate expression.
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Uncertainty due to buckling of the orifice plate is not part of the scope of this
handbook, and it is expected that the orifice plate is manufactured and operated
according to NPD regulations and “recognized standards” [NPD, 2001a]. However,
in the program an option is prepared for manual insertion of uncertainty due to
buckling.

5.10.1 Example uncertainty evaluation
A sample uncertainty budget for evaluation of the uncertainty of the mass flow rate is
shown in Table 5.19.

Table 5.19 Sample uncertainty budget for mass flow rate uncertainty.
Input uncertainty Combined uncertainty

Source Expand. Conf. level & | Cov. Standard Sens.

uncert. Distribut. N e coeff. Variance
k
g't?;"e/;er 0.0024 95 % (norm) | 2 0.00122 147999.4kg/h | 3.2410* (kg/h)?
Orifice 0.1866 mm 95 % (norm) 2 2251.33 4 2
diameter, d 0.0933 mm kg/hihm 4.41007 (kg/h)
Discharge 0.00301 95 % (norm) | 2 497464 kg/h 5 )
coefficient, C 0.001507 5.62010°° (kg/h)
Differential 0.4243 mbar 95 % (norm) 2 0.000212 454933.3 3 2
pressure, AP bar kg/hDar 9.31010° (kg/h)
3 0 3

Density, p 0.1561 kg/m 95 % (norm) | 2 %3;8305 1836.57 1/h(th 2.0500% (kg/h)?
Expansibility - f ¢ g136905 | 959 (norm) | 2 49170° | 300137.0kgh | 2.17M07 (kgih)?
coefficient, £
Covariance -1.31010 (kg/h)?
S f i 2,4 5 2

um of variances u (qm) 6.81[10° (kg/h)
Combined standard uncertainty u (G.) 828.49 (kg/h)?

C m
Expanded uncertainty (95 % confidence level, k = 2) U (q ) 1650.98 (kg/h)?
C m

Operating mass flow rate qm 300000 kg/h
Relative expanded uncertainty (95 % confidence level) U (am ) /dm 0.5503 %

It is seen from Table 5.19 that the expanded and relative expanded uncertainty of the
actual mass flow rate is 1651 kg/h and 0.55%, respectively. Hence, the metering
station performs according to the NPD regulations [NPD, 2001a] which require the
relative expanded uncertainty of the mass flow rate to be less than 1.0%.
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5.10.2

The maximum operating differential pressure should be less than 1 bar [NPD, 2001a].
The relative expanded uncertainty depends on the operating differential pressure. The
minimum operating differential pressure may therefore be limited by the maximum
allowed relative expanded uncertainty of 1.0%, since this uncertainty increases with
decreasing differential pressure. This minimum operating differential pressure can
thus be easily found using the graph option program EMU - Orifice Fiscal Gas
Metering Station and displaying the relative expanded uncertainty vs. differential
pressure.

Parallel metering runs

Uncertainty evaluation of parallel metering runs is not part of this handbook. This
matter should be handled with care, because instruments common to several metering
runs introduce correlations that may be hard to evaluate. An ideal situation, with no
common instrumentation, would give no correlation between the metering runs.

The total mass flow rate of a two-run gas metering station would then become:

On_totaL =Um_a tUn s (5.39)
where
Om_TOTAL - is the total mass flow rate [kg/h]
Om A - is the mass flow rate [kg/h] of run A
Om B - is the mass flow rate [kg/h] of run B

With two metering stations for fiscal gas measurement like the one evaluated in this
handbook, with no common instrumentation, the combined standard uncertainty of
the metering station parallel runs can simply be calculated as:

Uy (@ rom) =ylUC@, I +lu(@, o)|° = 1171.66 kg/h (5.40)

With two metering stations for fiscal gas measurement like the one evaluated in this
handbook, with no common instrumentation, the relative expanded uncertainty

becomes:

k95 |‘—u‘lc (qu TOTAL)
&ivs_TOTAL = -

=0.39% (5.41)

q vs _TOTAL

From Eqn. (5.41) it is seen that for this ideal case the combined uncertainty of the
metering station becomes smaller than the combined uncertainty of each metering
run. It is important to note, however, that common instrumentation introduces
correlation between metering runs.
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6.

6.1

PROGRAM - GAS METERING STATION

The present chapter describes the Excel program EMU - Orifice Fiscal Gas Metering
Station that has been implemented for performing uncertainty analysis of orifice
meter based fiscal gas metering stations. The program applies to metering stations
equipped as described in Section 5.1.2, and is based on the uncertainty model for
such metering stations as described in Chapter 5.1. Using this program, uncertainty
evaluation can be made for the expanded uncertainty (at a 95% confidence level,
using k = 2) for the mass flow rate, qm.

The program simplifies the calculation of the combined uncertainty of the fiscal gas
metering station significantly, and it may be used for evaluation of the individual and
combined uncertainties. The program enables one to simulate different operating
conditions, and calculate the corresponding uncertainties to study the influence of
changes in the operating conditions.

The uncertainties calculated by the program may be used in the documentation with
reference to the handbook. However, it must be emphasised that the inputs to the
program must be documented (Cf. Section 2.4), and that the user must document that
the calculation procedures and functional relationships implemented in the program
(Cf. Chapter 5) are equal to the ones actually applied in the fiscal oil metering station.

General

The program is implemented in Microsoft Excel 2000 and is based on worksheets
where the user enters input data to the calculations. These “input worksheets” are
mainly formed as uncertainty budgets, which are continuously updated as the user
enters new input data. Other worksheets provide display of the uncertainty
calculation results, and are continuously updated in the same way.

With respect to specification of inpu parameters, colour codes are used in the
program EMU - Orifice Fiscal Gas Metering Stations, according to the following
scheme:
o Black font: Value that must be entered by the user,
0 Blue font: Outputs from the program, or number read from
another worksheet (editing prohibited)
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In the following subsections the worksheets of the program are shown and explained,
and the necessary input parameters are addressed with an indication of where in
Chapter 5 the input values are discussed.

Output data are presented in separate worksheets, graphically (curves and bar-charts),
and by listing. An output report worksheet is available, summarizing the main
uncertainty calculation results.

The expanded uncertainties calculated by the program may be used in the
documentation of the metering station uncertainty, with reference to the present
Handbook. The worksheets are designed so that printouts of these can be used
directly as part of the uncertainty evaluation documentation. They may also
conveniently be copied into a text document®, for documentation and reporting
purposes. However, it must be emphasised that the inputs to the program (quantities,
uncertainties, confidence levels and probability distributions) must be documented by
the user of the program. The user must also document that the calculation procedures
and functional relationships implemented in the program are in conformity with the
ones actually applied in the fiscal gas metering station.

In a practical work situation in the evaluation of a metering station, a convenient way
to use the program may be the following. After the desired input parameters and
uncertainties have been entered, the Excel file document may be saved e.g. using a
modified file name, e.g. “EMU - Orifice Fiscal Gas Metering Station - MetStat1.xIs”,
“EMU - Orifice Fiscal Gas Metering Station - MetStat2.xls”, etc. Old evaluations
may then conveniently be revisited, used as basis for new evaluations, etc.

80

For instance, by using Microsoft Word 2000, a “cut and paste special” with “picture”
functionality may be sufficient for most worksheets. However, for some of the worksheets the
full worksheet is (for some reason) not being pasted using the “paste special” with “picture”
feature. Only parts of the worksheet are copied. In this case use of the “paste special” with
“bitmap” feature may solve the problem.

However, if the Word (doc) file is to be converted to a pdf-file, use of the “bitmap” feature
results in poor-quality pictures. In this case it is recommended to first convert the Excel
worksheet in question into an 8-bit gif-file (e.g. using Corel Photo Paint 7), and then import the
gif-file as a picture into the Word document. The resulting quality is not excellent, but still
useful.
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6.2

Gas parameters

In the worksheet denoted “Gas parameters” shown in Figure 6.1, the user enters data
for

o0 The operating gas conditions for the fiscal gas metering station

o The gas conditions in the densitometer

o0 The ambient temperature and pressure

Most of the input cells should be self-explaining, but we would still emphasize the
reason why the user must enter the density at line conditions and the uncorrected
density indicated by the densitometer. The reason for this is to reduce the number of
user input parameters required by the program. If the EMU program shall perform the
density correction from by-pass to line conditions, it would require more user input
parameters (Z and Zg). This is covered in more detail in Section 5.4, where it is also
shown that these additional parameters have negligible influence on the uncertainty
calculations and thus may be neglected. In the calculations in this Handbook and the
EMU programs, the indicated (uncorrected) density from the densitometer is
therefore only used in the calculations of the combined uncertainty of the corrected
density, Eqgn. (5.9), while the line density is the one used in the calculations of mass
flow rate, Egn. (5.1).

Gas parameters

% Norske | Christi
j Sivilingenigrers Michelsen
rening Research

EMU - Crifice Fiscal Gas Metering Station

OPERATING CONDITIONS, METER RUM DENSITOMETER COMDITIONS

Line pressure (static), P bara Temnperature at density transducer, Ty °C
Line temperature, T UC Yelocity of sound, ¢ m;’s
“iscosity, g Msfm? Indicated (uncorrected) gas density at density transducer, p, kgfm3
ISentropic exponent, & IE Calibration temperature, T, E“’C
Gas density, p kgfm3 Calibration velocity of sound (vOS), c. 350 |mis
Arnbient (air) ternperature, Tar E“C

PRESSURE TRANSMITTER COMDITIONS TEMPERATURE TRANSMITTER CONDITIONS

Ambient (air) ternperature at calibration nC Ambient (air) ternperature at calibration °C

Figure 6.1 Operation condition display from the program EMU - Orifice Fiscal Gas Metering
Station. (Corresponds to Table 5.3).

The program uses these data in the calculation of the individual uncertainties of the
primary measurements, and in calculation of the combined gas metering station
uncertainty. The data used in the input worksheet shown in Figure 6.1 are the same
data as specified in Table 5.3 for the calculation example given in Chapter 5.
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6.3

6.3.1

Temperature measurement uncertainty

The worksheet “T” for evaluation of the expanded uncertainty of the temperature
measurement in the meter run is shown in Figure 6.2 and Figure 6.3, for the “overall
level” and the “detailed level”, respectively. These are described separately below.

Overall level

When the “overall level” is chosen for specification of input uncertainties to
calculation of the temperature measurement uncertainty, the user specifies only the
relative expanded uncertainty of the temperature measurement, and the
accompanying confidence level / probability distribution, see Figure 6.2.

This option is used e.g. when the user does not want to go into the “detailed” level of
the temperature measurement, or if the “detailed level” setup does not fit sufficiently
well to the temperature element and transmitter at hand. The user must then
document the input value used for the relative expanded uncertainty of the
temperature measurement (the *“given uncertainty”), and its confidence level and
probability distribution.

Norske Chsisti
Sivilingenigrers Michelsen
m Forenlng Research

EMU - Orifice Fiscal Gas Metering Station
Temperature measurement in meter run

. Overall input level
Select level of input: Detailed input level

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty  Uncertainty Coefficient  Variance
Temperature measurement o5 ¢ [ 95 % normall | [ ] ] [ oors _Jec [ 1 | [0.008825 |°cy
Temperature Measurement Sum of variances, u (TP (°C)|2
Caombined Standard Uncertainty, ug(T) °C
Expanded Uncertainty (95% confidence level, k=2, k u.(T) "C
Operating temperature, T [ 50 ¢
Relative Expanded Uncertainty (95% confidence level, k=2), k Er %

Figure 6.2 The “T” worksheet in the program EMU - Orifice Fiscal Gas Metering Station,
shown for the ““overall level”” option.
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6.3.2

Detailed level

When the “detailed level” is chosen for specification of input uncertainties to
calculation of the temperature measurement uncertainty, the user specifies the
uncertainty data of the temperature element and transmitter in question, together with
the accompanying confidence levels / probability distributions. Cf. Table 5.5. The
user must himself document the input uncertainty values for the temperature
measurement, e.g. on basis of a manufacturer data sheet, a calibration certificate, or
other manufacturer information.

In Table 5.4 the uncertainty figures given for the Rosemount 3144 Smart
Temperature Transmitter [Rosemount, 2001] used in combination with a Pt 100
temperature element, have been specified. These are the same as used in Table 5.5,
see Section 5.2 for details. A blank field denoted “type of instrument” can be filled in
to document the instrument evaluated, for reporting purposes.

In addition to the input uncertainty data, the user must specify the “time between
calibrations”. The “ambient temperature deviation” is calculated by the program from
data given in the “Gas parameters” worksheet.

In addition to the “usual” temperature transmitter input uncertainties given in the
worksheet, a “blank cell” has been defined, where the user can specify miscellaneous
uncertainty contributions to the temperature measurement not covered by the other
input cells in the worksheet. The user must then document the input value used for
the “miscellaneous uncertainty” of the temperature measurement, and its confidence
level and probability distribution.
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EMU - Orifice Fiscal Gas Metering Station
Temperature measurement in meter run
Select level of input:
DETAILED INPUT LEVEL
Type of i
Armbient terperature deviation [0 Je [
Time between calibrations @momhs
Given Confidence Level Type of Standard Sensitivity

Input variable Uncertainty (probabhility distr.) uncertainty  Uncertainty Coefficient  Wariance
Temperature element and transmitter 'C [ 99 % momal | | A | [00333333 ¢ | 1 | [L1ED3 Jror
Stability Maxi{__ 04 J¢

[0 Jomvrdmontns) [ 99 % nommal) | | E | [o0semeac [ 1 | [2.50E08 Jror
RFI effects o e [ 99 % moma__ | | A | [0.0333333 ¢ | 1 | [L11E03 Jeer
Ambient termperature effect 00015 Jwrc [ 99 % normall | [ ] ] oot | [ 1 | [ 00E-0d Jrcr
Stahility - temperature element 'C [ 95 % momal | | & | [ 0035 Je | 1 | [B25E04 Jror
[ | e [ 95 % mormal | | ] | [i e | 1 | [0.00E+00 |rer
Temperature Measurement Sum of variances, ug(T) (”C)2

Combined Standard Uncertainty, us(T) °C

Expanded Uncertainty (35% confidence level, k=21, k u,(T) °C

Operating temperature, T i

Relative Expanded Uncertainty (5% confidence level, k=2, k Er %

Figure 6.3 The “T” worksheet in the program EMU - Orifice Fiscal Gas Metering Station,

shown for the ““detailed level’ option. (Corresponds to Table 5.5).

6.4 Static pressure measurement uncertainty

The worksheet “P” for evaluation of the expanded uncertainty of the pressure
measurement in the meter run is shown in Figure 6.4 and Figure 6.5, for the “overall
level” and the “detailed level”, respectively. These are described separately below.

6.4.1 Overall level

When the “overall level” is chosen for specification of input uncertainties to
calculation of the pressure measurement uncertainty, the user enters only the relative
expanded uncertainty of the pressure measurement, and the accompanying

confidence level / probability distribution, see Figure 6.4.
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ﬁ Norske .
Erllpenieneys Michelsen
m rening Research
EMU - Orifice Fiscal Gas Metering Station
Pressure measurement in meter run
Select level of input:
OVERALL INPUT LEVEL
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.} inty U inty Coefficient  Wariance
Pressure measurement [ 0.16 |bar [ 95 % (normal) | B | [ 005 Jbar [ 1 | [ 00064 ]har
Pressure Measurement Sum of variances, u (P har1
Combined Standard Uncertainty, u(F) har
Expanded Uncertainty (35% confidence level, k=2), k u,(F) har
Operating Static Pressure, P bara
Relative Expanded Uncertainty (95% confidence level, k=2), k Ep %
Figure 6.4 The “P”” worksheet in the program EMU - Orifice Fiscal Gas Metering Station, shown
for the “overall level” option.
This option is used e.g. when the user does not want to go into the “detailed level” of
the pressure measurement, or if the “detailed level” setup does not fit sufficiently
well to the pressure transmitter at hand. The user must then document the input value
used for the relative expanded uncertainty of the pressure measurement (the “given
uncertainty”), and its confidence level and probability distribution.
6.4.2 Detailed level

When the *“detailed level” is chosen for specification of input uncertainties to
calculation of the pressure measurement uncertainty, the user enters the uncertainty
figures of the pressure transmitter in question, in addition to the accompanying
confidence levels / probability distributions. Cf. Table 5.8 and Section 5.3.
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ﬁ Norske | .
. @g‘nmgemmrs L
m 2 Research
EMU - Orifice Fiscal Gas Metering Station
Pressure measurement in meter run
Select level of input:
DETAILED INPUT LEVEL
Type of instrument:
Maximum calibrated static pressure [ 120 Tbara [
Minimurm calibrated static pressure barg
Calibrated span har
Upper Range Limit (URL) harg
Ambient temperature deviation [ 20 e
Time between calibrations [ 12 Yrmortns
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) inty U inty Coefficient  Wariance
Transitter [ 005  Jwspen [ 99% (hormal) | | A | [O.0118667 |Bar [ 1 | [1.36E-04 |bar
Stability [ 0025 YwurLityea] 93 % (normal) | | B NIEEEEE 1 | [1.32E-04 ]bar
RFI effacts [ 01 J%Spsn [ 99 % (nhormal) | | A | [0.0233333 Joer | 1 | [5.44E-04 |bar
Armbient temperature effect [%URL
#[ 003 Jwspan) [ 99 % (normall | | B | [Do0es7i4]esr [ 1 | [4.8BE-05 |har
Atmospheric pressure [ 009  esr [ 99 % (nhormal) | | A | [ 003 Jeer | 1 | [[9.00E-04 |bar
[ ] Tosr [ 95 % (normal) | | B | 0 JBar [ 1 | [D.00E+00 |bar
Pressure Measurement Sum of varances, uD(P)2 bar‘z
Combined Standard Uncertainty, u.(F) bar
Expanded Uncertainty (25% confidence level, k=2), k u.(F) bar
Operating Static Pressure, P hara
Relative Expanded Uncertainty (95% confidence level, k=2), k Ep %

Figure 6.5 The “P” worksheet in the program EMU - Orifice Fiscal Gas Metering Station,
shown for the ““detailed level’” option. (Corresponds to Table 5.8).

In Figure 6.5 the uncertainty data specified for the Rosemount 3051P Reference
Class Smart Pressure Transmitter [Rosemount, 2002a] have been used, cf. Table 5.6.
A blank field denoted “type of instrument” can be filled in to document the actual
instrument being evaluated, for reporting purposes.

In addition to the input uncertainty values, the user must specify a few other data,
found in instrument data sheets. By selecting the “maximum” and “minimum
calibrated static pressure”, the program automatically calculates the “calibrated
span”. The “URL” is entered by the user. The “ambient temperature deviation” is
calculated by the program from data given in the “Gas parameters” worksheet. Also
the “time between calibrations” has to be specified.

In addition to the “usual” pressure transmitter input uncertainties given in the
worksheet, a “blank cell” has been defined, where the user can specify miscellaneous
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6.5

6.5.1

uncertainty contributions to the pressure measurement not covered by the other input
cells in the worksheet.

The user must himself document the input uncertainty values used for the pressure
measurement (the “given uncertainty”), e.g. on basis of a manufacturer data sheet, a
calibration certificate, or other manufacturer information.

Differential pressure measurement uncertainty

The worksheet “DP” for evaluation of the expanded uncertainty of the pressure
measurement in the meter run is shown in Figure 6.6 and Figure 6.7, for the “overall
level” and the “detailed level”, respectively. These are described separately below.

Overall level

When the “overall level” is chosen for specification of input uncertainties to
calculation of the pressure measurement uncertainty, the user enters only the relative
expanded uncertainty of the pressure measurement, and the accompanying
confidence level / probability distribution, see Figure 6.6.

EMU - Orifice Fiscal Gas Metering Station

Differential pressure measurement in meter run

R . Overall input level
Select level of input:  [“neqailed input level

Christian
Michelsen
Research

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) inty U i Coefficient  Wariance
Differertial Pressure measurement [ 052 Jmbar [ 95 % (normal) | | B | [ 026 Jrbal 1 | [ D.0B76 |mbar
Differential Pressure Measurement Sum of varances, uD(J_'\F‘)2 mbar‘z
Combined Standard Uncertainty, u.(AP) mbar
Expanded Uncertainty (25% confidence level, k=2), k u.(AP) mbar
Differential Pressure, AP mhar
Relative Expanded Uncertainty (95% confidence level, k=2), k Ezp %

Figure 6.6 The “DP” worksheet in the program EMU - Orifice Fiscal Gas Metering Station,
shown for the ““overall level”” option.
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6.5.2

This option is used e.g. when the user does not want to go into the “detailed level” of
the differential pressure measurement, or if the “detailed level” setup does not fit
sufficiently well to the differential pressure transmitter at hand. The user must then
document the input value used for the relative expanded uncertainty of the
differential pressure measurement (the “given uncertainty”), and its confidence level
and probability distribution.

Detailed level

When the “detailed level” is chosen for specification of input uncertainties to
calculation of the pressure measurement uncertainty, the user enters the uncertainty
figures of the differential pressure transmitter in question, in addition to the
accompanying confidence levels / probability distributions. Cf. Table 5.8 and Section
5.3.

In Figure 6.7 the uncertainty data specified for the Rosemount 3051P Reference
Class Smart Pressure Transmitter [Rosemount, 2002a] have been used, cf. Table 5.6.
A blank field denoted “type of instrument” can be filled in to document the actual
instrument being evaluated, for reporting purposes.

In addition to the input uncertainty values, the user must specify a few other data,
found in instrument data sheets. By selecting the “maximum” and “minimum
calibrated static pressure”, the program automatically calculates the “calibrated
span”. The “URL” is entered by the user. The “ambient temperature deviation” is
calculated by the program from data given in the “Gas parameters” worksheet. Also
the “time between calibrations” has to be specified.

In addition to the “usual” pressure transmitter input uncertainties given in the
worksheet, a “blank cell” has been defined, where the user can specify miscellaneous
uncertainty contributions to the pressure measurement not covered by the other input
cells in the worksheet.

The user must himself document the input uncertainty values used for the pressure
measurement (the “given uncertainty”), e.g. on basis of a manufacturer data sheet, a
calibration certificate, or other manufacturer information.
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EMU - Orifice Fiscal Gas Metering Station
Differential pressure measurement in meter run
. Overall input level
Select level of input:
DETAILED INPUT LEVEL
Type of instrument:
Line pressure [ 100 Jeer
Differential pressure mbar
Calibrated span mbar
Upper Range Limit (URL) mbar
Ambient temperature deviation “C
Time between calibrations Emomhs
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty  Uncertainty Coefficient  Variance
Transtitter [ 005  wswsn [ 99 % (romnal) | | A | [0.0SMBEE7 Jmbar| 1 | [540E-03 Jrmbare
Stability [ 0025 JwURLityea] 99 % (nomnal) | | B | [0.0259157 Jmbar 1 | [E.72E04 Jmbar
RF effacts [ 0.4 Jespan [ 89 % (nomal) | | A | [0.1833333 Jmbar | 1 | [336E-02 Jmbar
Ambient temperature effect (%UHL
+[ 003 Ywspen) [ 99 % (nomnal | | B | [0.0481714 Jmbar 1 | [232E03 Jmbar
| ] Jrriear [ 86% (nommal) | | B | [0 Jmesr[ 1 | [0.00E+I0 mbar?
Differential Pressure Measurement Sum of variances, Ug(AP) mhar’
Combined Standard Uncertainty, u(AF) mhar
Expanded Uncertainty (95% confidence level, k=2, k u (&) mhar
Differential Pressure, AP mbar
Relative Expanded Uncertainty (95% confidence level, k=2), k Exp %

6.6

6.6.1

Figure 6.7

The “DP” worksheet in the program EMU - Orifice Fiscal Gas Metering Station,
shown for the ““detailed level” option. (Corresponds to Table 5.9).

Density measurement uncertainty

The worksheet “Density” for evaluation of the expanded uncertainty of the density
measurement in the meter run is shown in Figure 6.8 and Figure 6.9, for the “overall
level” and the “detailed level”, respectively. These are described separately below.

Overall level

When the “overall level” is chosen for specification of input uncertainties to
calculation of the density measurement uncertainty, the user specifies only the
relative expanded uncertainty of the density measurement, and the accompanying
confidence level and probability distribution, see Figure 6.8.

Revision 2, March 2003

NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 189

6.6.2

This option is used e.g. when the user does not want to go into the “detailed” level of
the density measurement, in case a different method for density measurement is used,
in case of a different installation of the densitometer (e.g. in-line), or if the “detailed
level” setup does not fit sufficiently well to the densitometer at hand. The user must
then document the input value used for the relative expanded uncertainty of the
density measurement (the “given uncertainty”), and its confidence level and
probability distribution.

EMU - Orifice Fiscal Gas Metering Station

Density measurement

Christian
Michelsen
Research

. " Overall input level
Select level of input: Detailed input level

OVERALL INPUT LEVEL

Given Confidence Level Type of Standard Sensitivity

Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance

Density measurement [ 0.16 kg [ 95 % (normal) ] [ B ] [ 008 ko 1 ] [[0.0084 Jikgsmer

Density Measurement Sum of variances, u, (g (kgh’n"’]z
Combined Standard Uncertainty, ue(g) kgﬂ'm"
Expanded Uncertainty (95% confidence level, k=2), k ug(s) kgt‘ms
Operating Density, p kgfmG
Relative Expanded Uncertainty (95% confidence lavel, k=2), k Ep %

Figure 6.8 The “Density”” worksheet in the program EMU - Orifice Fiscal Gas Metering Station,
shown for the “overall level” option.

Detailed level

When the “detailed level” is chosen for specification of input uncertainties to
calculation of the density measurement uncertainty, the user specifies the uncertainty
figures of the online installed vibrating element densitometer in question, in addition
to the accompanying confidence levels / probability distributions. Cf. Table 5.12. The
user must himself document the input uncertainty values for the density
measurement, e.g. on basis of a manufacturer data sheet, a calibration certificate, or
other manufacturer information.
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Density measurement
Select level of input:
DETAILED INPUT LEVEL
Type of instrument:
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Line temperature, T [ o8 [ 95 % (norman | [00vEa718 o [0.2525762 Jikgmeyec [ 3 73E-04 |(kgpmde
Diensitometer temperature, Ty [ o158 = [ 85 % (normal) | [D.0764718 ¢ [D.2536747 Jokgmneyrc [ 3.77E-04 Jikgimp
Line prassurs, P [ 00839 Joar [ 95 % (norman | [00419631 Jpar [0.0001632 Jikgmeymar [ 4 BIE-11 |(kgsm?
Press. difference, densitometer to fine, AP [ 002 Jbar [ 100 % rectanguizn | [ B ] [ 0011547 Joar [-0.816057 Joamemar | 888605 |kasm
VOS, calibration gas, & [ 1 e [100°% frectangulan | [ B ] [0.5773508 s [ -0.00394 Joeameptme) | 5.18E-06 | (kg/meF
VOS, densitometer gas, cq [ 1w [100 % frectanguian | [ B | [0.5773508 Jmes [0.0023656 |scomepme | 1.87E-06 |ka/mer
Periodic time, 7 [ 01 = [ 100 % frectangulan | | A | [ 0057735 e [0.000611 Joginiins [ 1.24E-03 [(kgim?
VOS comection constant, Ky [ 200 Yem [100% frectanguian | [ B ] [1212.4356 |on [ 189505 |pomsum [ 5.25E-04 |(ka/mep
Temperature correction model [ [ [ 95 % normal) | | B | [ 0024 o 1 | [ 576E-D4 |(ky/me?
[ [ 0 ke [ 95 % (normal) | | B ] [ 0 Jkepim] 1 | [ 0.00E-+00 | (kg/meR

Density Measurement

Sum of variances, uctp)2

Combined Standard Uncertainty, usig)

Expanded Uncertainty (35% confidence level, k=2), k u.(s)

Operating Density, p

Relative Expanded Uncertainty (35% confidence level, k=2), k Ep

(0006077
(0075050 Jugirr

[Ez Jhaire
[o.1813 |%

Figure 6.9

density”

The “Density”” worksheet in the program EMU - Orifice Fiscal Gas Metering Station,

shown for the ““detailed level” option. (Corresponds to Table 5.12).

worksheet.

The densitometer
temperature are taken from the “Gas parameters” worksheet.

In Figure 6.9 the uncertainty figures specified for the Solartron Model 7812 Gas
densitometer [Solartron, 2000] have been used, cf. Table 5.11. These are the same as
used in Table 5.12, see Section 5.4 for details. A blank field denoted “type of
instrument” can be filled in to document the actual instrument being evaluated, for
reporting purposes.

The input uncertainty of the densitometer temperature (T4) is taken from the “T-
calibration pressure and calibration

Revision 2, March 2003
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In addition to the “usual” densitometer input uncertainties given in the worksheet, a
“blank cell” has been defined, where the user can specify miscellaneous uncertainty
contributions to the density measurement not covered by the other input cells in the
worksheet. The user must then document the input value used for the “miscellaneous
uncertainty” of the densitometer measurement, together with its confidence level and
probability distribution.

6.7 Pipe diameter (D) uncertainty

In the worksheet denoted “Pipe” shown in Figure 6.10 the user must enter the initial
measured pipe diameter, the temperature at which the diameter is measured and the
thermal coefficient of the pipe.

% N g.isﬁsikeeniwers s
b ) Forening ey
EMU - Orifice Fiscal Gas Metering Station
Pipe diameter
Initial measured pipe diarneter, D(TO) mm
Line temperature, T °C
Temperature for measurement of diam., TO E“C
Thermal coefficient of the pipe [ 0.0000035 J1/°C
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probabhility distr.} uncertainty Uncertainty Coefficient Variance
Initial measured pipe diameter, DTO) [ 1778 Jmm [ 95%mormall | [ B ] [ 0889 mm[1.0001225] [ 7 S1E01 Jmme
Line temperature, T [[0.15294385 | [ 95 % (normnal) | (00784718 ]°C  [0.0015558 Jrm/°C[ 1.42E-08 |mm?
Temperature for measurement of diam., 70 [ 102 G [ 9% pomal | [ B ] [ 05 ]t [-0.001556 |mmC[ B.30E-07 Jmme
Thermal coefiicient of the pipe [ n.oooo003 Y1/C [ 95 %mormall | [ B ] [[15E07 |1°c[ 158675 |mm®C [ 5.45E-06 |mm?
Pipe diameter Sum of variances, Ug (D) mm’
Combined Standard Uncertainty, u,(0) mm
Expanded Uncertainty (35% confidence level, k=2), k u,(D) mm
Pipe diarneter, D mm
Relative Expanded Uncertainty (95% confidence level, k=2, k Ep %

Figure 6.10  The “Pipe” worksheet in the program EMU - Orifice Fiscal Gas Metering Station.
(Corresponds to Table 5.14).
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6.8

Orifice diameter (d) uncertainty

In the worksheet denoted “Orifice” shown in Figure 6.11 the user must enter the
initial measured orifice diameter, the temperature at which the diameter is measured
and the thermal coefficient of the orifice.

Line temperature
Temperature for measurement of diam., TO

Thermal coefficient of orifice plate material

ﬁ | gliei'i?heeni rers UL sHa0
} 1Zenie Michelsen
@L FOI‘EI'III‘Ig Research
EMU - Orifice Fiscal Gas Metering Station
Crifice plate
Initial measured orifice diameter, d{TO) 266.184  |mm
Line temperature, T [ 50 ¢
Temperature for measurement of diam., TO E“C
Thermal coefficient of orifice plate material 0.000016 |1/C
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probabhility distr.} uncertainty Uncertainty Coefficient Variance
Initial measured orifice diameter, d(T0) [ 0.864  Jmm [ 95%mormall | [ B ] [ 00932 |mm[ 1.00056 ] [ 870E-03 Jmm2

[[0.15294385 | [ 95 % (normnal) |

(00784718 ]°C [0.0042589 Jram/C[ 1.0BE-D7 |mm?

[z = [

95 % (hormal) | [ B

051 |°c [-0.004258 [mmec] 4 72608 |mme

[ n.oooooo4 Y1/C [ 95%momal) | [ B

| [0.0000002 J1/°c] 8316 44 |mmeC [ 347E-06 |mm?

Orifice plate diameter

v3

Sum of variances, ug(d) mm’
Combined Standard Uncertainty, u.(d) mm
Expanded Uncertainty (35% confidence level, k=2), k u,(d) mm
Orifice plate diameter, d mm
Relative Expanded Uncertainty (35% confidence level, k=2), k By %

Figure 6.11

(Corresponds to Table 5.19).

The “Orifice”” worksheet in the program EMU - Orifice Fiscal Gas Metering Station.
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6.9 Diameter ratio () uncertainty
Figure 6.12 shows the worksheet denoted “Diameter ratio”.
ﬁ Norske e
@ Sivilingenisrers SR
FON Forening Research
EMU - Orifice Fiscal Gas Metering Station
Diameter ratio, 8
Pipe diameter, D mm
Orifice diameter, d mm
Temperature for measurement of diam., TO E“C
Thermal coefficient of the pipe 1f°C
Given Confidence Level Standard Sensitivity
Input variable Uncertainty (probability distr.) Uncertainty Coefficient Variance

Pipe diameter

COrifice diameter

[[1.778224654 |mm [ 95 % (nomal) |

[0.8891123 Jmm [ 0.001348 |1/mm [1.4357E08 |

[ 0186593323 Jmm [ 95 % (nomal) |

(00832967 |mrm [ 00022484 1/mm [ 4 A044E-08 |

Covariance

Diameter ratio, p Sum of variances, u,;(;i'v')2
Combined Standard Uncertainty, u.(8)
Expanded Uncertainty (95% confidence level, k=2), k us(8)
Diameter ratio, §
Relative Expanded Uncertainty (35% confidence level, k=2), k £ %

Figure 6.12

Station. (Corresponds to Table 5.16).

The “Diameter ratio” worksheet in the program EMU - Orifice Fiscal Gas Metering

NFOGM, NPD, CMR, NIF

Revision 2, March 2003



194

Handbook of uncertainty calculations

6.10 Expansibility factor (€) uncertainty

In the worksheet denoted “Expansibility” shown in Figure 6.13 the user must select
the location of the static pressure measurement and the physical location the
expansibility factor shall be referred to.

wy
FoN

Expansibility factor, ¢

d  Norske Christi
y | Sivilingenisrers Michelsen
Forening Research

EMU - Orifice Fiscal Gas Metering Station

Diammeter ratio, B

Differential pressure

Isentropic exponent,

Static pressure measured at

=

Upstream tapping
0.593101105

1.18

5259.6012542 |mbar

Differential pressure

Upstream pressure

Isentropic exponent,

Upstream pressure bara

Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probabhility distr.} uncertainty Uncertainty Coefficient Variance
Diameter ratio, 8 0.002432554 95 % (normal [0omzie4]  [-0001191 ] [2.035E-12]

=

[ %% momal | [ B ] [ 0006 | [0.0009441)
0.424252583 |mbar 95 % (normal
0.083938224 |bar 95 % (normal

[C.0002121 |bar [-0.005357 |1/bar [5.162E-13 ]

[0.0415691 |bar [1.116E05 |1/bar [2193E-13]

Madel uncertainty [FemEns] [ 1] [233ED9]

Expansibility ratio, e Surn of variances, u.(g)°
Combined Standard Uncertainty, ugls)
Expanded Uncertainty (95% confidence level, k=2), k u,(s)
Expansibility factor, 2
Relative Expanded Uncertainty (95% confidence level, k=2), k E; %

Figure 6.13

The “Expansibility”” worksheet in the program EMU - Orifice Fiscal Gas Metering

Station. (Corresponds to Table 5.17).
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6.11  Discharge coefficient (C) uncertainty

In the worksheet denoted “Discharge” shown in Figure 6.14 the user must select the
type of tapping arrangement of the metering station.

Norske Chisti
Sivilingenierers Michelsen
Farening Research

EMU - Orifice Fiscal Gas Metering Station
Discharge coefficient, C

Type of tappings
Diarneter ratia, 3

Pipe diameter, D mm
Wiscosity, p MNsm?
Mass flow rate, o kgf’s
Reynolds number, Reg

L

L

Given
Relative Confidence Level Type of Standard
Uncertainty (probability distr.) uncertainty Uncertainty

Model uncertainty 05 % 95 % (normal) | 0.0015087
[ h|
[ h|

| h

0 % 95 % (normal) |

0 % 95 % (normal

0 % 95 % (normal) |

Discharge coefficient, C Surn of standard uncertainties (arithmetic) 0.0015
Combined Standard Uncertainty, u(C) 0.0015
Expanded Uncertainty (35% confidence level, k=2), k u,(C) 0.0030

Discharge coefficient, C BO26E1

19081 8| Het

Relative Expanded Uncertainty (95% confidence level, k=2), k E¢ 0.5000 (%

Figure 6.14  The “Discharge” worksheet in the program EMU - Orifice Fiscal Gas Metering
Station.
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6.12  Metering station uncertainty

In the worksheet denoted “Metering station” shown Figure 6.15 the user must enter
the mass flow rate for which the uncertainty shall be calculated. All other values are
taken automatically from the previously described worksheets.

ﬁ Morske o
Sivilingenigrers e b
I: Forening Research
EMU - Orifice Fiscal Gas Metering Station
Metering station
Mass flow rate kgi’h (1 mfs comesponds to 45596.6 kg/h)
Given Confidence Level Type of Standard Sensitivity
Input variable Uncertainty (probability distr.) uncertainty Uncertainty Coefficient Variance
Diameter ratia, 8 [ 0.002432894 | [ 95 % (normal)__ | [0.0012164 | [147999.37 |kgfh [3.24E+04 | (kgyh)?
Crifice diameter, d [0.186593323 Jmm [ 95 % (normal) | [0.0932967 |mm  [2257.3332 |(kghjimm  [2.41E+04 |(kgsh)
Discharge coefiicient, G [ 0003013306 | [ 95 % (hormall | [0.0015067 | [497463 97 Jkgih [5.62E+05 | (kgyfh)?
Differential pressure, AP [0.424292533 Jrmbar [ 95 % (narmal) | [0.0002121 |bar  [454933.32 |(kavhjrbar  [9.31E+03 | (kayh)?
Density, o [0.156099008 Jkg/me [ 95 % (narmal) | [0.0780455 |ky/m® [1838.5733 | (kavhjAlkgvm?) [ 2.05E+04 | (kgthy?
Expansibility coefficient, = [8B1376E-05 | [ 95 % (hormall | [4507E05 | [300137 .06 Jkgth [217E+02 | (kgyfh)?
Euckling I 0 Tikghe [ FE%poman | [ B | [0 Jkwh [ 1| [0.00E-+00 | (kgyh)?
Calculation 0 o [ 5% pomal | [ B 0 Jkwh [ 1] [D.D0E-00 | (kgthy?
Covariance [1 31E+04 | keyhy?
Mass flowrate measurement Sum of variances, Ug(tm) (kgfh“)’
Combined Standard Uncertainty, ug(tm) kg;’h“
Expanded Uncertainty (35% confidence level, k=2), k us(gm) kg;’h‘
Mass flow rate, gr, kg;’h“
Relative Expanded Uncerainty (95% confidence level, k=2, k Egm %

Figure 6.15  The *“Metering station” worksheet in the program EMU - Orifice Fiscal Gas
Metering Station.
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6.13

6.13.1

Graphical presentation of uncertainty calculations

Various worksheets are available in the program EMU - Orifice Fiscal Gas Metering
Station to plot and display the calculation results, such as curve plots and bar-charts.
These worksheets are described in the following.

Uncertainty curve plots

Plotting of uncertainty curves is made using the “Graph” worksheet. Editing of plot
options is made using the “Graph menu” worksheet (“curve plot set-up”).

Plotting of the relative expanded uncertainty can be made for the standard volume
flow rate (i.e., the volumetric flow rate at standard ref. conditions), gm,

The relative expanded uncertainty can be plotted as a function of
» Differential pressure,
* Mass flow rate, g,

Axes may be scaled according to user needs (automatic or manual), and various
options for curve display (points only, line between points and smooth curves?) are
available.

81

For the “smooth curve” display option, the default method implemented in Microsoft Excel 2000
is used.

NFOGM, NPD, CMR, NIF Revision 2, March 2003
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Rel. exp. uncertainty of mass flow rate [%] (95 % w

Nopske

Sivilingenigrers %nh: u:-n
el Michelsen

Farening . o

EMU - Orifice Fiscal Gas Metering Station

confidence level)

oo oooooo
MW R O N DB =
|

o
—

(]

o

200 400 600 800 1000
Differential pressure, [mbar]

Figure 6.16  The “Graph” worksheet in the program EMU - Orifice Fiscal Gas Metering Station

(example).

Figure 6.16 shows an example where the relative expanded uncertainty of the
standard volume flow rate (at a 95 % confidence level and a normal probability
distribution, with k = 2) is plotted as a function of the flow velocity.

6.13.2 Uncertainty bar-charts

Plotting of bar charts is made using the “NN-chart” worksheets. Editing of bar chart
options is made using the “Graph menu” worksheet (“bar-chart set-up” section). Bar
charts are typically used to evaluate the relative contributions of various input
uncertainties to the expanded uncertainty of the “measurand” in question.

Such bar-charts are available for the following seven “measurands”:

Pressure measurement (“P-chart” worksheet),
Differential Pressure measurement (“DP -chart” worksheet),
Temperature measurement (“T-chart” worksheet),
Temperature measurement (“T-density-chart” worksheet),
Density measurement (“D-chart” worksheet),

Pipe diameter (“Pipe-chart” worksheet),

Orifice diameter (“Orifice-chart” worksheet),

Diameter ratio (“Diameter-ratio-chart” worksheet),
Expansibility factor (“Expansibility-chart” worksheet),
Discharge coefficient (“Discharge-chart” worksheet),
Gas metering station (“MetStat-chart” worksheet).
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As for the "Graph" worksheet, axes may be scaled according to user needs (automatic
or manual). These bar charts are described separately in the following.

6.13.2.1 Static and Differential Pressure

The pressure-measurement bar charts is given in the “P-chart” and “DP-chart”
worksheets. Figure 6.17 shows an example where the contributions to the expanded
uncertainty of the pressure measurement are plotted (blue), together with the
expanded uncertainty of the pressure measurement (green).

AR Norske
/ I [8) Sivilingeniarers
A0 et 9" Forening

EMU - Orifice Fiscal Gas Metering Station

Contributions to the expanded uncertainty of pressure measurement

Transmitter uncertainty
Stability, transmitter
RFI effects

Ambient temperature effect, transmitter

Atmospheric pressure

Miscellaneous

Pressure measurement

0 0.02 0.04 0.06 0.08 0.1
Expanded uncertainty, k = 2 (95 % conf. level) [bar]

@ ; r | Norske
’ Sivilingeniarers
roN = Fererlig

EMU - Orifice Fiscal Gas Metering Station

Coentributiens to the expanded uncertainty of differential pressure measurement

Transmitter uncertainty

Stability, transmitter

RFI effects

Ambient temperature effects, transmitter

Miscellaneous

Differential Pressure measurement

0 0.1 0.2 0.3 0.4 0.5
Expanded uncertainty, k = 2 (95 % conf. level) [mbar]

Figure 6.17  The “P-chart” and “DP-chart”” worksheet in the program EMU - Turbine Fiscal Qil
Metering Station.
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6.13.2.2 Temperature
The temperature-measurement bar chart is given in the “T-chart” worksheet. Figure
6.18 shows an example where the contributions to the expanded uncertainty of the
temperature measurement are plotted (blue), together with the expanded uncertainty
of the temperature measurement (green).

Morsle
Sivilingenigrers
4O, e Forertiy

EMU - Orifice Fiscal Gas Metering Station

Contributiens to the expanded uncertainty of temperature measurement at line ¢cenditions

Element and transmitter uncertainty |

Stability, transmitter

RFI effects, transmitter |

Ambient temperature effect, transmitter :
Stability, temperature element

Miscellaneous

Temperature measurement

0 0.05 0.1 0.15 0.2
Expanded uncertainty, k = 2 (95 % conf. level) [°C]

Figure 6.18  The “T-chart” worksheet in the program EMU - Orifice Fiscal Gas Metering Station.

6.13.2.3 Density
The density-measurement bar chart is given in the “D-chart” worksheet. Figure 6.19
shows an example where the contributions to the expanded uncertainty of the density
measurement are plotted (blue), together with the expanded uncertainty of the density
measurement (green).

Revision 2, March 2003 NFOGM, NPD, CMR, NIF



Handbook of uncertainty calculations 201

e MNorsle
@ @ Sivilingenigrers
FON ' Forerre

EMU - Orifice Fiscal Gas Metering Station

Contributions to the expanded uncertainty of density measurement

Densitometer accuracy
Repeatability

Calibration temperature,
Densitometer temperature, Td
Line pressure, P

Press. difference, densitometer to line, DPd
VOS, calibration gas, cc

VYOS, densitometer gas, cd
Periodic time, t

VOS correction constant, Kd
Temperature correction model

Miscellaneous

—

—

e

—

o

0

e
Density measurement —
0 0.05 0.1 0.15 0.2
Expanded uncertainty, k = 2 (95 % conf. level) [kg/m?]

Figure 6.19  The “D-chart” worksheet in the program EMU - Orifice Fiscal Gas Metering Station.

6.13.2.4 Pipe diameter
The Pipe diameter calculation bar chart is given in the *“Pipe-chart” worksheet.
Figure 6.20 shows an example where the contributions to the expanded uncertainty of
the Pipe diameter calculation are plotted (blue), together with the expanded
uncertainty of the Pipe diameter (green).

Morske
Sivilingeniorars
FON : Forene

EMU - Orifice Fiscal Gas Metering Station

Contributions to the relative expanded uncertainty of the pipe diameter, D

Initial measured pipe diameter, D(T0)

Line temperature, T
Temperature for measurement of diam., T0

Thermal coefficient of the pipe

0 0.5 1 1.5
Expanded uncertainty, k = 2 (95 % conf. level) [mm]

Figure 6.20  The “Pipe-chart” worksheet in the program EMU - Orifice Fiscal Gas Metering
Station.
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6.13.2.5 Orifice diameter

The Orifice diameter calculation bar chart is given in the “Orifice-chart” worksheet.
Figure 6.21 shows an example where the contributions to the expanded uncertainty of
the Orifice diameter calculation are plotted (blue), together with the expanded
uncertainty of the Orifice diameter (green).

Norske
Sivilingenigrers
40 - Forecidy

EMU - Orifice Fiscal Gas Metering Station

Contributions to the relative expanded uncertainty of the otifice diameter, d

Initial measured orifice diameter, d{T0)

Line temperature

Temperature for measurement of diam., T0 :I

Thermal coefficient of orifice plate material :|
T T T
0 0.05 0.1 0.15 0.2

Expanded uncertainty, k = 2 (95 % conf. level) [mm]

Figure 6.21  The “Orifice-chart”” worksheet in the program EMU - Orifice Fiscal Gas Metering
Station.

6.13.2.6 Beta ratio

The Beta ratio calculation bar chart is given in the “Beta-chart” worksheet. Figure
6.22 shows an example where the contributions to the expanded uncertainty of the
Orifice diameter calculation are plotted (blue), together with the expanded
uncertainty of the Beta ratio (green).
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I ™" Morske
- Sivilingenigrers
Ig e Farening

EMU - Orifice Fiscal Gas Metering Station

Contributions te the expanded uncertainty of the diameter ratio, p

Pipe diameter |

Orifice diameter I:I

Covariance

-0.0005 0 0.0005 0,001 00015 0002 0.0025 0.003
Expanded uncertainty, k = 2 (95 % conf. level)

Figure 6.22  The “Beta-chart” worksheet in the program EMU - Orifice Fiscal Gas Metering
Station.

6.13.2.7 Expansibility factor

The Expansibility factor calculation bar chart is given in the “Exp-chart” worksheet.
Figure 6.23 shows an example where the contributions to the expanded uncertainty of
the Expansibility diameter calculation are plotted (blue), together with the expanded
uncertainty of the Expansibility factor (green).

wy L
- Sivilingenigrers
Ig L e Farening
EMU - Orifice Fiscal Gas Metering Station

Contributions to the expanded uncertainty of the expansibility coefficient

Diameter ratio, b

Isentropic exponent, k

Differential pressure

g‘#ul_l

Upstream pressure

Model uncertainty

Expansibility coefficient

0 0.00002 0.00004 0.00006 0.00008  0.0001 0.00012
Expanded uncertainty, k = 2 (95 % conf. level)

Figure 6.23  The ““Exp-chart” worksheet in the program EMU - Orifice Fiscal Gas Metering
Station.
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6.13.2.8 Gas metering station
The gas metering station bar chart is given in the “MetStat-chart” worksheet. Figure
6.24 shows an example where the contributions to the expanded uncertainty of the
actual mass flow rate are plotted (blue), together with the expanded uncertainty of the
actual mass flow rate (green).

Norslke
Sivilingenigrers
ﬂ e Farening

EMU - Orifice Fiscal Gas Metering Station

Contributions to the expanded uncertainty of the mass flow rate, gm, at 300000 kg/h

Diameter ratio, p :I

Orifice diameter, d :I

Discharge coefficient, C

Differential pressure, DP :I

Density, p :I

Expansibility coefficient, 2 ]

Buckling

Calculation

Covariance :l ' ' ‘

Total for d.. —

. i i i
0 500 1000 1500 2000

Expanded uncertainty, k = 2 (95 % conf. level) [Sm?h]

Figure 6.24  The “MetStat-chart” worksheet in the program EMU - Orifice Fiscal Gas Metering
Station.
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6.14  Summary report - Expanded uncertainty of the Orifice fiscal gas
metering station

A “Report” worksheet is available in the program EMU - Orifice Fiscal Gas
Metering Station to provide a condensed report of the calculated expanded
uncertainty of the Orifice fiscal gas metering station. For documentation purposes,
this one-page report can be used alone, or together with printout of other worksheets
in the program.

Blank fields are available for filling in program user information and other
comments. Also some of the settings of the “Gas parameter” worksheet is included
for documentation purposes.

ls’!og‘léke : Christian
ﬁ HIJVI Ingenisrers Michelsen
m rening Research

EMU - Orifice Fiscal Gas Metering Station
Uncertainty evaluation report

Calculation performed by

Date: 12-Mar-2003
OPERATING CONDITIONS, METER RUN DENSITOMETER CONDITIONS
Line pressure (static), P 100 bara Temperature at density transducer, Ty 48 °C
Line temperature, T 50 °C Welocity of sound, cy 415.24 mis
Viscosity, u 1.05E-05 Ns/m? Indicated {uncorrected) gas density at dens. transd., o, 82443 kgfm?
Isentropic exponent, « 118 Calibration temperature, T, 15 °C
Gas density, » 81.62 ko Calibration velacity of sound (VOS), ¢, 350 mis
Ambient (air) temperature, Ty, 0°C
User its:

Mass flow rate, q,,: Flow velocity, va:

300000 kgh 6.579437 mis

Rel. Expanded Contribution
Standard Uncertainty to
Unit Value Uncertainty 95 % c. |, k=2) k Egm

Diamneter ratio, 8 - 059910111 0.0012 04081 % 0.1200 %
Orifice diameter, d mm 266.333062 00933 0.0701 % 0.1400 %
Discharge coefiicient, C - 060266119 00015 05000 % 0.4997 %
Differential prassure, AP mbar 328.501284 02121 01288 % 0.0643 %
Density, p kgim?® 8162 00780 01913 % 0.0956 %
Expansibility cosficient, 2 - 0.9988844 0.0000 0.0098 % 0.0098 %
Buckling - - 0.0000 - 0.0000 %
Calculation - - 0.0000 - 0.0000 %
Covariance - - - - 0.0762 %
Mass flow rate, gm kgih 300000 825.4890329 0.5503 % 0.5503 %

Figure 6.25  The “Report” worksheet in the program EMU - Orifice Fiscal Gas Metering Station.
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6.15

Listing of plot data

A worksheet is available in the program EMU - Orifice Fiscal Gas Metering Station
to provide listing of data involved in the uncertainty evaluation.

Figure 6.26

iy
FroN

Norske
Sivilingenisrers
rening

EMU - Orifice Fiscal Gas Metering Station

Plot data

Christian
Michelse:

Research

First column:
Second column:

364749
101.4545
199.0836
3298013
4928069
689 4627
919.4945

Plot data for the "Graph" - sheet

Differential pressure, [mbar]

Rel. exp. uncertainty of mass flow rate [%]

(25 % confidence level)

0.901349
0.604139
0562018
0652268
0.549234
0545185
0547924

The ““Plot Data” worksheet in

Station.

Plot data for the "Metstat-chart” - sheet
All data: expanded uncertainty (<=2 (Smh)

Diameter ratio, b

Orifice diameter, d
Discharge coefficient, C
Differential pressure, DP
Density,

Expansibillty coeficient,
Buckling

Calculation

Covariance

Total

360.0667241
4200837355
1499.011138
193.0248343
286.6872727
294547315
0

0
2286045279

1650.978066

Plot data for the "T-chart” - sheet
All data: expanded uncertainty (=20 (°G)

Total

Elemnent and transmitter uncertainty 0.066666667
Staility, transmitter 0107716667
RF| effects, transmitter 0.066666667
Ambient termperature eflect, transmitter 0.02
Staility, temperature element 0.05
Miscellaneous 0
Total 0.15294368
Plot data for the "T-density-chart" - sheet

Al data: expanded uncertainty (=20 (°C)

Element and transmitter uncerainty 0.066666667
Stabilty, transmitter 0107716667
RFI effects, transmitter 0.066666667
Ambient temperature effect, transmitter 0.02
Stability, temperature element 0.05
Miscellaneous 0
Total 0.15294368
Plot data for the "P-chart” - sheet

All data: expanded uncertainty («=2)  (bar)

Transmitter uncerainty 0023333333
Staility, transmitter 0.023
RF| effects 0.046666667
Ambient temperature effect, transmitter 0.013942857
Atrnospheric pressure

Miscellaneous 0
Total 0083038224
Plot data for the "D-chart” - sheet

All data: expanded uncertainty (<=2)  (kafm?

Densitometer aceuracy 0.122308634
Repeatabilty X
Calibration termperature, Teal 2.74488E.05
Line temperature, T 0.038629934
Densitometer temperature, Td 0.038628525
Line pressure, P 1.36993E-05
Press. difference, densitameter to line, DPd 0.018845562
\OS, calibration gas, cc 0.004550078
\OS, densitometer gag, cd 0.002731424
Periodic time, 1 705124E05
\OS correction constart, K 0.045833081
Temperature corection model 0.048
Miscellaneous 0

0.156099008

Plot data for the "DP-chart” - sheet
41l data: expanded uncertainty (k=2) (mbar)

Transmitter uncertainty

Stability, transmitter

R effects

Ambient temperature effects, transrmitter
Miscellangous

Total

0.183333333
0051833333
0366666667
0.096342857

0

0424292583

Plot data for the "Pipe-chart" - sheet
All data: expanded uncertainty (<=2) (mm)

Initial measured pipe diameter, D(TO)
Line temperature,

Temperature for measurement of diam,, T
Thermal caeflicient of the pipe

Total

1778217805
0.000237942
0.001586865

0.00466725

1.778224654

Plot data for the "Orifice-chart” - sheet
All data: expanded uncertainty (<=2) (mm)

Initial measured orfice diameter, d(T0)

0186504384

Line temperature 0.000651379
Temperature for measurement of diam,, T 0.004344123
Thermal caefficient of orfice plate material 0.003726576
Total 0.186593323
Plot data for the "Beta-chart" - sheet

All data; expanded uncertainty (<=2

Pipe diameter 0.002396414
Orifice diameter 0.000419731
Covariance 9.69377E07
Total 0.002432894
Plot data for the "Exp-chart” - sheet

41l data: expanded uncertainty (k=21

Diameter ratio, b 2.89676E-06
Isentropic expanent, k 9.44099E.06
Differential pressure 1.43689E-06
Upstream pressure 9.36648E-07
iodel uncerainty 9.76244E.05
Total 9.81376E-05

the program EMU - Orifice Fiscal Gas Metering

Revision 2, March 2003
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The “Plot data” worksheet gives a listing of all data used and plotted in the “Graph”
and “NN-chart” worksheets, cf. Figure 6.26. Such a listing may be useful for
reporting purposes, and in case the user needs to present the data in a form not
directly available in the program EMU - Orifice Fiscal Gas Metering Station. Note
that the contents of the “plot data” sheet will change with the settings used in the
“Graph menu” sheet.

6.16  Program information

Two worksheets are available to provide information on the program. These are the
“About” and the “Readme” worksheets.

The “About” worksheet, which is displayed at start-up of the program EMU - Orifice
Fiscal Gas Metering Station, can be activated at any time and gives general
information about the program. The “Readme” worksheet gives regulations and
conditions for the distribution of the Handbook and the program, etc.

NFOGM, NPD, CMR, NIF Revision 2, March 2003
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