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Summary

This Handbook documents uncertainty models for fiscal oil metering stations using ultrasonic,
turbine or Coriolis flow meters. Proving device is either a displacement prover, an ultrasonic flow
master meter, a turbine flow master meter or a Coriolis meter (in case of Coriolis duty meter). The
uncertainty models cover volumetric flow rate at standard conditions, volumetric flow rate at line
conditions and mass flow rate. Volumetric water fractions of up to 5 % are covered and are either
measured online or obtained through sampling and laboratory analysis. The density is either
measured by an online densitometer or obtained through sampling and laboratory analysis. The
uncertainty models are implemented on the web application (OilMetApp) using HTML and
WebAssembly. The implemented models can be accessed free of charge from www.nfogm.no

The present work is related to similar work on fiscal oil metering stations, see (Frgysa, et al., 2020),
(Frgysa, et al., 2018) and (Frgysa, et al., 2015). It is also based on (Dahl, et al., 2003), (Lunde, et al.,
2002) and (Lunde, et al., 2010).
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1. Introduction

Documentation of uncertainty of flow rates measured by fiscal flow metering stations is essential
as part of the evaluation of the condition of such metering stations. Authorities have requirements
with respect to maximum uncertainty to secure the national interests. The partners selling the oil
have interests in the uncertainty to secure their incomes. Finally, buyers of oil have interest in
ensuring that they are not getting a lower amount of oil than what they pay for.

For all parties to accept an uncertainty analysis, it is important to obtain standardized ways of
carrying out such analyses. The ISO Guide to the expression of uncertainty in measurement,
(ISO_GUM, 2008) provides general methodology for carrying out uncertainty analyses. This
methodology can also be applied in uncertainty analysis of fiscal oil metering stations. However, the
ISO GUM does not give detailed methods for the specific uncertainty analyses for such metering
stations (or other applications). Therefore, models must be developed based on the ISO GUM
methodology. Similarly, the ISO 5168 (ISO5168, 2005) provides general procedures for evaluation
of uncertainty for the measurement of fluid flow. Also, the procedures in this standard must be
developed further to approach the uncertainty evaluation of a specific metering station.

The Norwegian Society for Oil and Gas Measurement (NFOGM) in cooperation with the Norwegian
Offshore Directorate (NOD) and The Norwegian Society of Graduate Technical and Scientific
Professionals (Tekna) have earlier issue a Handbook for uncertainty calculations for oil metering
stations, which has been updated and extended several times (Fr@ysa, et al., 2020), (Frgysa, et al.,
2018), (Frgysa, et al., 2015) and (Frgysa, et al., 2014). The handbook agrees with the ISO GUM
methodology. The calculation of the uncertainty according to that Handbook can be done free of
charge using a calculation program available at www.nfogm.no.

Prior to that handbook, some more technology-specific uncertainty handbooks for a fiscal ultrasonic
gas metering station (Lunde, et al., 2002) and for a fiscal orifice gas metering station and a turbine
oil metering station (Dahl, et al., 2003) have been issued. These works are also in agreement with
the ISO GUM methodology and were based on a previous version of the ISO GUM from 1995. The
calculations of the uncertainty have in these works been based on an Excel spread sheet that can
be downloaded for free from www.nfogm.no. In addition, uncertainty models for fiscal turbine oil
metering stations (Dahl, et al., 2003) and fiscal ultrasonic oil metering stations (Lunde, et al., 2010)
have been established.

The present work is a similar Handbook as (Frgysa, et al., 2020) and (Frgysa, et al., 2018) covering
fiscal oil metering stations with ultrasonic, turbine or Coriolis flow meters used as duty meters, but
also encompasses uncertainty calculations for water in oil measurements of up to 5 % volumetric
water contents. The intention of this work is to establish uncertainty analysis models covering
common fiscal oil metering station configurations in use on the Norwegian Sector. The intention is
also to make a tool in which a complete uncertainty analysis for an oil metering station can be
performed within one tool in a minimum of time. This is achieved as the tool calculates all necessary
parameters from a minimum of inputs, based upon reasonable default values and default input
values for uncertainty in accordance with requirements in the Norwegian measurement regulations
and NORSOK. Furthermore, a main focus is to make it easy to define the most common metering
station configurations in the tool.


http://www.nfogm.no/
http://www.nfogm.no/
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The uncertainty model has been made flexible, allowing (i) ultrasonic master meter prover (ii)
turbine mater meter prover or (iii) volume displacement prover or (iv) Coriolis master meter prover.
The uncertainty models are implemented on a web application (OilMetApp) using HTML and
WebAssembly.

This Handbook is a documentation of the uncertainty models developed and the web-based
calculation tool. It should be noted that the example input values in that calculation tool are just
examples and should not be regarded as recommended values by NFOGM, NORCE, NOD or any
other party.

Chapter 2 describes on an overview level the metering stations covered in the Handbook. In Chapter
3, uncertainties related to secondary instrumentation temperature, pressure and density are
covered. Chapter 4 presents the functional relationships defining the metering stations, Chapter 5
documents the uncertainty models for the metering stations and Chapter 6 documents the web-
based uncertainty calculation program. Chapter 7 includes a brief summary of the Handbook.

Appendix A contains some details with respect to the uncertainty model related to adjustments of
a flow meter after flow calibration. Appendix B contains a list of symbols.

The uncertainty models presented here are based on the ISO GUM uncertainty methodology. The
measurement regulations by the Norwegian Offshore Directorate and the NORSOK standard 1-106
on fiscal measurement systems for hydrocarbon gas (NORSOK I-106, 2014) have been important
references with respect to layout of the metering stations and requirements to the uncertainty of
individual instruments and the operation of the metering station as a whole. A series of 1SO, API
MPMS and other international standards and reports have also been essential in this work. The
details are covered in the relevant sections of the Handbook. It is also referred to the reference list
in Chapter 8. Water-in-oil corrections are based on the work on a previous sensitivity study
(Hallanger, et al., 2007).

The present work has been carried out for the Norwegian Society for Oil and Gas Measurement
(NFOGM) with financial support also from Norwegian Offshore Directorate and Tekna.
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2. Description of metering stations
In the present Handbook, the following meter station configurations are covered:
Primary flow meter can be one of the following:

e Ultrasonic flow meter
e Turbine flow meter
e Coriolis flow meter

The different primary flow meters can be proved according to the following setup:

e The ultrasonic flow meter is proved by a displacement prover or a master meter:
1. Configuration 1: Displacement prover (APl MPMS 4.2, 2003).
2. Configuration 2: Ultrasonic master meter prover (APl MPMS 4.5, 2016) and (APl MPMS
5.8,2011).
3. Configuration 3: Turbine master meter prover (APl MPMS 4.5, 2016) and (APl MPMS
5.3, 2005).

e The turbine flow meter is proved by a displacement prover or a master meter:
4. Configuration 4: Displacement prover (APl MPMS 4.2, 2003).
5. Configuration 5: Ultrasonic master meter prover (APl MPMS 4.5, 2016) and (API
MPMS 5.8, 2011).
6. Configuration 6: Turbine master meter prover (APl MPMS 4.5, 2016) and (APl MPMS
5.3, 2005).

e The Coriolis flow meter is proved by a Coriolis master meter:

7. Configuration 7: Coriolis (mass flow) prover (APl MPMS 4.5, 2016) and (API MPMS 5.6,
2021).

Note that the USM and turbine flow meters are proved with volume flow meters, while the Coriolis
flow meter is proved with mass flow meters (Coriolis).

The seven different configurations are illustrated in Figure 2.1.
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Primary flow meter Proving device

Displacement

Ultrasonic duty orover

flow meter

Ultrasonic
master meter
Turbine duty

flow meter .
Turbine

master meter

Coriolis duty Coriolis mass
flow meter flow prover

Figure 2.1: Overview of the seven different configurations of primary flow meter versus proving
device.

It is assumed that the proving of the primary flow meter is carried out at a single flow rate. The
calibration of the proving device will in case of master meter provers be carried out at a series of
flow rates. In case of a displacement prover, the prover is calibrated at a single flow rate only.

The metering station is also equipped either with densitometer giving the density at the
densitometer pressure and temperature conditions, or provided e.g., with sampling and laboratory
analysis, which gives the standard density with a given uncertainty. If the density is from a Coriolis
meter, the uncertainty tool described in this handbook, will consider this as a densitometer. The
uncertainty input should in that case be given at an overall level. Note that the Coriolis meter
providing the density measurement, is not the same Coriolis meter providing the mass flow rate.

The densitometer, the flow meter and the proving device are all equipped with pressure and
temperature measurements.

10
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3. Oil measurement uncertainties

This chapter will address the uncertainty models for the measurements of temperature in
Section3.1, pressure in Section 3.2 and density in Section 3.3.

3.1. Temperature measurement

The uncertainty model for the temperature measurement follows the similar model in (Lunde, et
al., 2002) and (Dahl, et al., 2003).

The uncertainty in the measured temperature can be specified in two ways:

e Overall level.
e Detailed level.

In case of the overall level, the absolute uncertainty in the measured temperature is specified
directly by the user of the uncertainty calculation program.

In case of the detailed level, the following uncertainty model is used,

2 2
u(T)Z = u(Telem,transm) + u(Tstab,transm) + u(TRFI)Z (3_1)
2 2
+ u(Ttemp) + u(Tstab,elem) + M(Tmisc)2

where the terms of the equation are defined as follows:

W(Toiem,transm): Standard uncertainty of the temperature element and temperature transmitter,
calibrated as a unit. Typically found either in product specifications or in calibration
certificates.

U(Tseap transm): Standard uncertainty related to the stability of the temperature transmitter, with
respect to drift in readings over time. Typically found in product specifications.

u(Trpp): standard uncertainty due to radio-frequency interference (RFl) effects on the
temperature transmitter.

U(Tremp): standard uncertainty of the effect of temperature on the temperature transmitter,
for change of temperature relative to the temperature at calibration. Typically
found in product specifications.

(Tstapelem):  Standard uncertainty related to the stability of the temperature element. Instability
may relate e.g., to drift during operation, as well as instability and hysteresis effects
due to oxidation and moisture inside the encapsulation, and mechanical stress
during operation. Typically found in product specifications.

U(Tpisc): standard uncertainty of other (miscellaneous) effects on the temperature
transmitter.

11
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This uncertainty model is quite generic and can be used on a series of industrial products. In cases
where this model does not fit with the product specifications, the miscellaneous uncertainty
contributions can be used for specification of other uncertainty contributions. Alternatively, the
uncertainty of the temperature measurements can be calculated manually, and the result can be
given to the program using the overall input level.

When the average of two temperature measurements is used, it is assumed that the two
temperature measurements are uncorrelated. The reason for this assumption is that often the two
probes are not calibrated at the same time. This means that even if they are calibrated using the
same procedure, the time difference generates an uncorrelated drifting term, both in the reference
and in the temperature measurement itself. This means that the uncertainty in the average of two
temperature measurements is assumed to be equal to the uncertainty for one measurement,
divided by the square root of two.

3.2. Pressure measurement

The uncertainty model for the pressure measurement follows the similar model in (Lunde, et al.,
2002) and (Dahl, et al., 2003).

The uncertainty in the measured pressure can be specified in two ways:

e Overall level.
e Detailed level.

In case of the overall level, the relative uncertainty in the measured pressure is specified directly by
the user of the uncertainty calculation program.

In case of the detailed level, the following uncertainty model is used,

2
u(P)Z = u(I')transmitter)2 + u(Pstability) + u(PRFI)z

2 ! 5 (3-2)
+ u(Ptemp) + u(Patm) + u(Pmisc)

where the terms of the equation are defined as follows:

U(Peransmitter): Standard uncertainty of the pressure transmitter, including hysteresis, terminal-
based linearity, repeatability, and the standard uncertainty of the pressure calibration
laboratory.

u(Pstabmty): standard uncertainty of the stability of the pressure transmitter, with respect to drift
in readings over time.

u(Prpp): standard uncertainty due to radio-frequency interference (RFI) effects on the
pressure transmitter.

12
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U(Premp ): standard uncertainty of the effect of ambient air temperature on the pressure
transmitter, for change of ambient temperature relative to the temperature at
calibration.

U(Pyem): standard uncertainty of the atmospheric pressure, relative to 1 atm. = 1.01325 bar

(or another nominal value that is used), due to local meteorological effects. This effect
is only of relevance for units measuring gauge pressure. It can be reduced by using
the actually measured barometric pressure instead of a nominal atmospheric
pressure.

U(Ppisc): standard uncertainty due to other (miscellaneous) effects on the pressure
transmitter, such as mounting effects, etc.

This uncertainty model is quite generic and can be used on a series of industrial products. In cases
where this model does not fit with the product specifications, the miscellaneous uncertainty
contributions can be used for specification of other uncertainty contributions. Alternatively, the
uncertainty of the pressure measurements can be calculated manually, and the result can be given
to the program using the overall input level.

When the average of two pressure measurements is used, it is assumed that the two pressure
measurements are uncorrelated. The reason for this assumption is that often the two probes are
not calibrated at the same time. This means that even if they are calibrated using the same
procedure, the time difference generates an uncorrelated drifting term, both in the reference and
in the pressure measurement itself. This means that the uncertainty in the average of two pressure
measurements is assumed to be equal to the uncertainty for one measurement, divided by the
square root of two.

3.3. Density measurement

The uncertainty model for the density measurement follows the similar model as in (Dahl, et al.,
2003).

The uncertainty in the measured density at densitometer conditions can be specified in two ways:

e Overall level.
e Detailed level.

In case of the overall level, the relative uncertainty in the measured density is specified directly by
the user of the uncertainty calculation program.

In case of the detailed level, the uncertainty model is more complicated than for the temperature
and pressure measurements above. The density measurement consists of several steps:

e Measurement of an uncorrected density from the period measurement of a vibrating string.

e Corrections based on temperature difference between calibration and measurement.
e Corrections based on pressure difference between calibration and measurement.

13
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This will in total form the functional relationship for the density measurement as follows:

Pdens = {pu[l + K18 (Tdens - Tcal)] + K19(Tdens - Tcal)}
. (1 + [K204 + K208 * (Paens — Pear)]
: (Pdens - Pcal)) (3-3)
+ [Kz14 + K215 * (Paens — Peal)]
' (Pdens - Pcal)

In this equation subscript “dens” means densitometer conditions and subscript “cal” means
calibration conditions. The following variables are used in this equation:

Pu:

Kig, K19,
K20, K20,
Kz1, Ka1:
Ty:

Tear:
Paens:

Pcal:

indicated (uncorrected) density, in density transducer [kg/m?3].

constants from the calibration certificate.
oil temperature in density transducer [°C].
calibration temperature [°C].

oil pressure in density transducer [bar].

calibration pressure [bar].

By using the general uncertainty model approach in ISO GUM (ISO_GUM, 2008) the uncertainty
model will be,

u(ZJ (Pdens) = 5§uu2 (pu) + u? (Pstan) + u? (prept) + Sg,Tdensuz (Taens)

+ Sg,Pdensuz (Pdens) +u? (ptemp) + uz(ppres) (3-4)
+ u? (Pmisc)

where the terms of the equation are defined as follows:

u(py):

U(Pstan):

u(prept):
U(Tgens):

u(Pdens):

standard uncertainty of the indicated (uncorrected) density, p,, including the
calibration laboratory uncertainty, the reading error during calibration, and hysteresis.

standard uncertainty of the stability of the indicated (uncorrected) density, p,,.
standard uncertainty of the repeatability of the indicated (uncorrected) density, p,,.
standard uncertainty of the oil temperature in the densitometer, Tjons-

standard uncertainty of the oil pressure in the densitometer, Tj;.ns-

14
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u(ptemp):

U(Pmisc):

standard uncertainty of the temperature correction factor for the density, p,
representing the model uncertainty of the temperature correction model used,
{oull + Kig(Taens — Tear)] + Ki9(Tgens — Tear)} @and the pressure correction model
used,

p - (14 [Kaoa + Kz0p - (Paens = Pea)] - (Paens — Pear)) + [Kz1a + K1 - (Paens — Peat)] -
(Pgens — Peqr)- This also includes the uncertainty of the various K-coefficients, and the
measurement of the pressure and temperature during calibration.

standard uncertainty of the density, accounting for miscellaneous uncertainty
contributions, such as due to:

e reading error during measurement (for digital display instruments),
e possible deposits on the vibrating element,

e possible corrosion of the vibrating element,

e mechanical (structural) vibrations on the oil line,

e variations in power supply,

e self-induced heat,

o flow in the bypass density line,

e possible liquid viscosity effects,

o effect of a by-pass installation of the densitometer,

e other possible effects.

The sensitivity coefficients in Eq. (3-4) can be calculated from the functional relationship Eq. (3-3)
by use of the ISO GUM methodology:

Spy = {1 + K18(Tdens - Tcal)}(l + [KZOA + KZOB ' (Pdens - Pcal)] (3-5)
' (Pdens - Pcal))'

SpTaens = WPulis + K19}(1 + [K204 + K208 * (Paens — Pear)] (3-6)
' (Pdens - Pcal))'

SpPaens = Pull + Kig(Taens — Tea) 1} (3-7)
' ([KZOA + KZOB ' (Pdens - Pcal)] : (Pdens - Pcal)) + K14
+ KZlB ' (Pdens - Pcal)

These expressions are in practice obtained by partially derivation of the density (Eq. (3-3)) with
respect to p,, Tgens and Pyens, respectively.
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4. Functional relationships

In this Chapter, overall functional relationships for the volumetric flow rates at standard and line
conditions, and for mass flow rate are presented in Section 4.1. The functional relationships for the
oil expansion coefficients for the expansion of oil due to pressure and temperature are covered in
Section 4.2. The functional relationships for the steel expansion coefficients for the expansion of
steel due to pressure and temperature are covered in Section 4.3. The functional relationships for
water in oil corrections are covered in Section 4.4.

4.1. Overall functional relationships

In this section, the functional relationship for the volumetric flow rate at standard conditions is
covered in Section 4.1.1. In Section 4.1.2 the functional relationship for the volumetric flow rate at
line conditions is covered, and in Section 4.1.3 the functional relationship for the mass flow rate is
covered.

4.1.1. Volumetric flow rates at standard conditions

4.1.1.1 Functional relationship when volume flow rate is the primary measurement

The standard volume of oil measured by the primary flow meter is traceable through the following
chain:

e The standard volume of oil measured by the primary flow meter is compared to the
standard volume of oil measured by a proving device using a single flow rate. This is denoted
“proving”.

e The standard volume of oil measured by the proving device is compared to a reference
standard volume of oil using a single flow rate if the proving device is a displacement prover,
and by multiple flow rates if the proving device is a master meter. This is denoted
“calibration”.

e The reference standard volume is provided by an external party. The traceability of this
device is outside the scope of this Handbook.

This can formally be written in the following manner:

ycalibration yproving
v _ [ Yoref 0,prover Vmetering (4-1)
0,meas — y calibration Vproving 0,flowmeter
0,prover 0,flowmeter
Here,
Vo meas: the standard volume of oil measured by the primary flow meter volume,
after corrections from the proving and calibration.
V(fﬁé‘}’m”‘m: the standard volume of oil measured by the reference instrumentation
during calibration of the proving device.
Voﬁgl;g;g;w": the standard volume of oil measured by the proving device during

calibration of the proving device.
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%?;f:é’;f: the standard volume of oil measured by the proving device during proving
of the primary flow meter.
yproving . the standard volume of oil measured by the primary fl ter duri
0,flowmeter- y P y flow meter during

proving of the primary flow meter.

meterin
V. g

0,flowmeter- the standard volume of oil measured by the primary flow meter volume at

metering, without the corrections form the proving and calibration.

The second parenthesis is the correction from the proving (using a single flow rate) and the first
parenthesis is the correction from the calibration, for the flow rate used at proving.

The standard volume of oil through the primary flow meter and the proving device is typically found
from the actual volume of oil (at a measured pressure and temperature), through volume correction
factors. However, at calibration, standard volumes are compared. After a calibration, the calibration
certificate including uncertainty is usually given for this comparison of standard volumes. Therefore,
the above equation is modified as follows:

ycalibration CProv cprov VPTOVing
_ [ 'oref tlp “plp "prover Cmetcmetvmetering (4-2)
0,meas Vcalibration Cprov Cprov Vproving tim ~plm ' flowmeter

0,prover tim “plm 'flowmeter

Volumes without subscript “0” are here actual volumes at the relevant pressure and temperature.
Furthermore Cy, is the temperature volume expansion coefficient for oil and Cy;, is the pressure
volume expansion coefficient for oil, from actual temperature and pressure to standard
temperature and pressure. “x” is replaced by “m” when the actual oil temperature and pressure are
the ones at the primary flow meter. “x” is replaced by “p” when the actual oil temperature and
pressure are the ones at the proving device. The superscript “prov” or “met” indicates whether the
actual temperature and pressure during proving or during normal measurement shall be used.

The volumes defined by the flow meter and the proving device have also to be corrected for steel
expansion due to pressure and temperature, relative to a reference temperature and pressure, at
which a nominal volume is given:

Vcalibration
% _ o,ref %
0,meas = ccal cealycalibration
t

Sp ©“psp "’ 0,nom,prover

PTov ~PTOV ~PTOV ~PTOV,proving
Ctlp Cplp Ctsp Cpsp Vnom,prover x (4-3)
PTrov ~PTov ~PTOV ~PTov ,proving
Ctlm Cplm Ctsm Cpsm Vnom,flowmeter

met ~met ~met ~mety,/metering
Ceim Cplm Cesm Cpsm Vnom,flowmeter
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Here Cy4, is the temperature volume expansion coefficient for steel and C5, is the pressure volume
expansion coefficient for steel, from a base temperature and pressure to actual temperature and
pressure. “x” is replaced by “m” when the actual steel temperature and pressure are the ones at
the primary flow meter. “x” is replaced by “p” when the actual steel temperature and pressure are
the ones at the proving device. The superscript “cal”, “prov” or “met” indicates whether the actual
temperature and pressure during calibration, during proving or during normal measurement shall
be used.

Furthermore,

Voc,?léiﬁlfgﬁﬁ,",}}grz the standard volume of oil that would have been measured by the proving device
during calibration of the proving device if temperature and pressure expansions in
steel had not been taken into account.

Vproving .

mom,prover: the actual volume of oil (line conditions) that would have been measured by the

proving device during proving of the primary flow meter if temperature and
pressure expansions in steel had not been taken into account.

Vrfggl?;rll(‘)gwmeter: the actual volume of oil (line conditions) that would have been measured by the
primary flow meter during proving of the primary flow meter if temperature and
pressure expansions in steel had not been taken into account.

ymetering : the actual volume of oil (line conditions) that would have been measured by the

nom,flowmeter"*
primary flow meter volume at metering, without the corrections from the proving

and calibration, if temperature and pressure expansions in steel had not been taken
into account.

Eq. (4-3) can be re-formulated as

prov ~prov ~met ~met
V. _ Ctlp Cplp Ctlm Cplm
0,meas — Cprovcprov
tim “plm
(4-4)
pTrov ~prov ~met ~met proving calibration
CtSp CPSP Cesm Cpsm metering Vnom,prover VO,ref
cealcceal CPTOU CPTOV nom,flowmeter ., proving calibration
tsp “psp~tsm “psm nom,flowmeter = Onom,prover
The two parentheses in this expression will for simplicity be denoted
prov ~prov ~met ~met
Am,Ap _ Ctlp Cplp Ctlm Cplm
lig — Cprovcprov (4'5)
tim “plm
and
PTrov ~prov ~met ~met
Am,Ap,c _ Ctsp Cpsp Ctsm Cpsm (4—6)
steel CcalCcalerovCprov
tsp “psp~tsm “psm

18



NORCE Norwegian Research centre AS www.norceresearch.no

The three superscripts m, p and c in these expressions refer to metering, proving and calibration,
respectively. The A in the superscripts is given when there are two temperature and pressure
corrections of relevance for the given process (metering, proving or calibration).

In this way, Eq. (4-4) can be simplified as follows:

VO,meas
proving calibration
_Am,ApAm,Ap,chetering V;lOanPTOUET VO,Tef (4'7)
- “liq steel "nom,flowmeter proving calibration
nom,flowmeter 0,nom,prover

The volumetric flow rate at standard conditions, g, meas €an Now be written as

Qvy,meas
proving calibration
_ Am,ApAm,Ap,c metering V;wm.PTOVGT Vo,ref (4-8)
- “iq steel "v,nom,flowmeter Vprom'ng calibration
nom,flowmeter 0,nom,prover
metering . . . . .
where Ty nom, flowmeter!S the volumetric flow rate of oil at line conditions that would have been

measured by the primary flow meter during metering, without the corrections from the proving and
calibration, and if temperature and pressure expansions in steel had not been taken into account.

4.1.1.2 Functional relationship when standard volume flow rate is estimated from measured
mass flow

Analogously to standard volume (refer to Eqg. (4-1)), the standard mass of oil measured by the
primary Coriolis flow meter is traceable through the following chain:

e The mass of oil measured by the primary flow meter is compared to the standard mass of
oil measured by a proving device using a single flow rate. This is denoted “proving”.

e The mass of oil measured by the proving device is compared to a reference mass of oil using
a single flow rate if the proving device is a displacement prover, and by multiple flow rates
if the proving device is a master meter. This is denoted “calibration”.

e The reference mass is provided by an external party. The traceability of this device is outside
the scope of this Handbook.

This can formally be written in the following manner:

Mproving Mcalibration
M _ prover ref Mmetering (4_9)
meas — Mproving Mcalibration flowmeter
flowmeter prover
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Here,

Mmeas:

Mcalibration.
re :

Mcalibration.

prover

proving .
Mprover :

proving
M flowmeter-

Mmetering .
flowmeter"

www.norceresearch.no

the mass of oil measured by the primary flow meter, after corrections from the
proving and calibration.

the mass of oil measured by the reference instrumentation during calibration of the
proving device.

the mass of oil measured by the proving device during calibration of the proving
device.

the mass of oil measured by the proving device during proving of the primary flow
meter.

the mass of oil measured by the primary flow meter during proving of the primary

flow meter.

the mass of oil measured by the primary flow meter at metering, without the

corrections from the proving and calibration

The second parenthesis is the correction from the proving (using a single flow rate) and the first
parenthesis is the correction from the calibration, for the flow rate used at proving.

The mass flow rate for a Coriolis meter can now be written as:

Mprouing Mcalibration
_ _metering prover ref (4-10)
Ammeas = qm,flowmeter Mprouing Mcalibration

flowmeter prover

The standard volume flow can be found by dividing the mass flow by density at standard conditions,
which is expressed as:

Do = Pdens (4-11)
0 — t t -
Ctia Cpla

Here,

Po: the density at standard conditions

Pdens: the density at densitometer conditions

crmet. the temperature correction factor for the liquid from densitometer to standard
conditions.

C{,’l‘gt: the pressure correction factor for the liquid from densitometer to standard
conditions.
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DENSITY FROM ONLINE DENSITOMETER

If the density is measured with an online densitometer, the standard volume flow for a Coriolis
meter can now be written as:

(4-12)

qvo,meas

met ~met proving calibration
Ceia Cpld metering Mprover Mref
m,flowmeter Mproving Mcalibration

Pdens flowmeter prover

DENSITY FROM LABORATORY ANALYSIS

If the density is found by using standard density obtained from laboratory samples, the standard
volume flow for a Coriolis meter can be written as:

metering Mproving Mcalibration
_ qm,flowmeter prover ref 4 13)
4vomeas = ) Mproving Mcalibration (4-
0 flowmeter prover
4.1.2. Volumetric flow rate at line conditions

4.1.2.1 Functional relationship when volume flow rate is the primary measurement

The volumetric flow rate at line conditions, gy, meqs , can be found from the volumetric flow rate at
standard conditions as follows:

_ qvo,meas (4'14)
qv,meas Cg?rfltcg;.ﬁf

By use of Egs. (4-5), (4-6) and (4-8) above, the volumetric flow rate at line conditions, Eq. (4-14),
can be written as

Qv,meas
proving calibration
_AApAm,Ap,c metering Vnom,prover VO,ref (4-15)
— “Mliq*'steel v,nom,flowmeter proving calibration
nom,flowmeter 0,nom,prover
where
Prov ~prov
Ap _ Ctlp Cplp (4 16)
lig — Cprovcprov -
tim “plm
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4.1.2.2 Functional relationship when standard volume flow is estimated from measured mass
flow

The volume flow can be found by dividing the mass flow by density at line conditions. The density
at line conditions is expressed as:

A
Pline = Ali;npdens (4-17)
Here,
Piine: density at line conditions

Paens: density at densitometer conditions

and
Cmetcmet
AlAile tim “plm (4—18)
Cmetcmet
tld “pld

DENSITY FROM ONLINE DENSITOMETER

If the density is measured with an online densitometer, the volume flow rate at line conditions for
a Coriolis meter can now be written as:

metering Mprouing Mcalibration
_ qm,flowmeter prover < ref ) (4 19)

Qvmeas = Am i ] ]
f \ proving calibration
Allq Pdens Mflowmeter Mprover

DENSITY FROM LABORATORY ANALYSIS

If the density is found by using standard density obtained from laboratory samples, the standard
volume flow for a Coriolis meter can be written as:

metering Mproving Mcalibration
_ qm,flowmeter prover ref (4 20)
Qv,meas = cmetemet , '\ proving calibration -
Im “plt FO flowmeter prover
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4.1.3. Mass flow rate

4.1.3.1 Functional relationship when mass flow rate is estimated from measured volume flow

DENSITY FROM LABORATORY ANALYSIS

The mass flow rate, g, meqs, can be found by multiplying the volumetric flow rate at standard
conditions, Eq. (4-8), with the standard density (density at standard temperature and pressure), py:

VPTOUiTl!] ycalibration
_ Am,ApAm,Ap,c metering nom,prover oref 4-21
mmeas = Poliiq  “Asteel Dvnom,flowmeter \ — proving calibration (4-21)
nom,flowmeter 0,nom,prover

When the density is found from laboratory analysis, this is the relevant functional relationship.

DENSITY FROM ONLINE DENSITOMETER

When the density is measured by a densitometer, oil volume correction factors must be applied to
get the standard density. In that case, Eq. (4-21) must be elaborated on in the following manner:

' Vprow'ng Vcalibration
— Am,ApAm,Ap,c metering nom,prover o,ref
Am,meas Po liq steel 1v,nom,flowmeter Vprm;ing Vcalibration
nom,flowmeter 0,nom,prover
proving calibration
_ pdens Am,ApAm,Ap‘c metering V;Lom,prover VO,Tef
- CmetCmet lig steel qv,nom,flowmeter Vproving calibration (4‘22)
tld “pld nom,flowmeter 0,nom,prover
prov ~prov rovin . X
_ Ctrlnrfltcz?llre; Ctlm Cplm m,Ap,c _metering I/;lIZJm,pr‘gver Voc’g(l;]yratwn
= Pdens Cmet Cmet CprovCprov Asteel v,nom,flowmeter Vproving calibration
tld “pld “tim “pim nom,flowmeter 0,nom,prover

The condition “d” in the oil volume correction factors means that the actual temperature and
pressure are the ones at the densitometer (i.e., densitometer conditions). pgens is the density at the
densitometer conditions. This means that the functional relationship for the mass flow rate in the
case where the density is measured by a densitometer can be written as

proving calibration

_ AAm,ApAm,Ap,c metering Vnom,prover o,ref 4-23

qm,meas = Pdens liq steel "v,nom,flowmeter proving calibration ( )
Vnom,flowmeter 0nom,pprover

where

met ~met ~DTOV ~DTOV

AAmAp _ Ctlm Cplm Ctlp Cplp
lig - Cmetcmet CPTOVCPTOV
tid “~pld “tim “pim

(4-24)

4.1.3.2 Functional relationship when mass flow rate is the primary measurement

The mass flow rate for a Coriolis meter was explained in section 4.1.1.2, where it was needed to
explain the calculations of volume flow when mass flow is the primary measurement. The mass flow
rate for a Coriolis meter is here repeated for convenience:
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MProving Mcalibration
___metering prover ref 4-25
Ammeas = qm,flowmeter Mproving Mcalibration (4-25)
flowmeter prover
4.2. Oil volume expansion coefficients

In this Section, the oil volume expansion formulas used in this Handbook will be presented. In
Section 4.2.1, the overall correction model is given. In Section 4.2.2 the specific formula for the
temperature expansion coefficient is given and in Section 4.2.3 the specific formula for the pressure
expansion coefficient is given.

4.2.1. Overall expression

The volume of a given quantity of oil depends on the temperature and pressure. Temperature and
pressure expansion factors are provided to calculate how much such a volume is changed when
pressure and temperature are changed. More specific, if the volume V of oil at a temperature T,
and pressure P, is known, the volume of the same amount of oil, V;, at standard temperature T,
and pressure Pycan be found from the following expression,

Vo = CtGCple (4-26)

where Cy, is the temperature expansion coefficient and Cp,y is the pressure expansion coefficient.

“. n

Here “x” denotes the condition (either “p” for prover, “m” for flow meter or “d” for densitometer).

4.2.2. Temperature volume expansion coefficient

The temperature volume expansion coefficients for oil can be found in (API MPMS 11.1, 2004).
Based on that standard, the following formula is used in this work,

Copx = o~ aATx—0.8a*AT? (4-27)
where
Ko Ki
a=—+-14K, (4-28)
Po  Po
and
AT, =T, —T, (4-29)

This formula corrects the volume from the temperature T, to the standard reference temperature
Ty- po is the density at standard reference pressure and temperature. K, K;,and K, are coefficients
that depend on the type of oil.

The formula above includes two minor approximations compared to the (APl MPMS 11.1, 2004)
standard.
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The first approximation is that no calculation between the old ITS-68 and the new ITS-90
temperature scales have been included. For the purpose of this uncertainty model, this is acceptable
as the difference between the two scales is minimal, much less than the typical uncertainty of a
temperature measurement.

The second approximation is that these formulas here are used with another standard reference
temperature than 60 °F. To be strict, a calculation of the volume change from the temperature T,
to the standard reference temperature of 15 °C shall according to (API MPMS 11.1, 2004) be carried
out by first calculating the volume change in the temperature change from T, to 60 °F, with 60 °F
as standard reference temperature, and standard reference density at 60 °F. Thereafter the volume
change in a temperature change from 60 °F to 15 °C is calculated, also with a standard reference
temperature of 60 °F. See APl MPMS 11.1.3.6 and 11.1.3.7 for reference. Instead, the above
formulas have been used with 15 °C as standard reference temperature and the standard density is
referred to 15 °C. The difference in volume correction factor due to this approximation is minimal,
typical in the order of 0.001 % and thus several orders of magnitude below the uncertainty
requirements for fiscal oil metering of about 0.25 - 0.30 % (depending on country). For the
uncertainty model in focus here, this model is therefore sufficient.

(API MPMS 11.1, 2004) gives several sets of values for the coefficients K, and K;, depending on the
type of oil. Among these are (i) crude oil, (ii) fuel oil, (iii) jet group and (iv) gasoline. Crude oil is there
classified with API gravity at 60 °F between 100 and -10, corresponding to reference density at 15
°C and 1 atm between 611.16 and 1163.79 kg/m3.

In API MPMS 11.1.6.1, the coefficients K, and K; are given for the four liquid hydrocarbon types
mentioned above. These coefficients are multiplied by 1.8 to convert from Fahrenheit to Celsius
temperature scale. The data set then obtained is shown in Table 4.1.

Table 4.1 Temperature expansion coefficient for selected types of oil, for use with
temperature on Celsius scale.

Crude Oil Fuel Oil Jet Group Gasoline
Ko 613.97226 186.9696 594.5418 346.42277
K 0 0.48618 0 0.43883
K> 0 0 0 0
4.2.3. Pressure volume expansion coefficient

The pressure volume expansion coefficients for oil can be found in (APl MPMS 11.1, 2004). Based
on that standard, the following formula is used in this work,
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1
Cpix = 4-30
PX ™1 -100 (P, — P,)F (4-30)
where
F = 10-6AtBTx+10%p%(C+DTy) (4-31)

The coefficients A, B, C, and D have the following values:

e A=-1.6208,
e B=0.00021592,
e (=0.87096,

e D =0.0042092.

In Egs. (4-30) and (4-31) it is important to use the unit bar for the pressure and °C for the
temperature.

4.3. Steel volume expansion coefficients

The steel volume expansion coefficients refer to expansions from a base temperature and pressure,
typically but not necessarily 15 °C and 1 atm = 1.01325 bar. Below, the base temperature and base
pressure have the subscript b.

4.3.1. Temperature volume expansion coefficients

The temperature volume expansion coefficients are given differently for provers, ultrasonic flow
meters and turbine meters.

For displacement provers, (API MPMS 12.2, 2021) gives the following expression for single-walled
provers,

Crsx =1+ ((Ty = Tp) G) (4-32)

where G, is the mean coefficient of cubic expansion per degree temperature of the material of
which the container is made, between the temperatures Tp, and T,,.

For ultrasonic flow meters, (15012242, 2012) gives the following expression in Annex A:

Coor = 1+ (a(T = Ty))” = 1+ 3a(Ty = Ty) (4-33)
where «a is the linear thermal expansion coefficient.

For turbine flow meters, (NORSOK I-105, 1998) rev. 2 gives the following expression,
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Cusx = (1= ER(Ty = To)) (1 = Er(Ty, = To)) (4-34)

where Eh and ET are the linear temperature expansion coefficients for the meter housing and the
meter rotor, respectively. The notation from the NORSOK-standard is used here. In newer versions
of NORSOK I-105 and the successor (NORSOK I-106, 2014), this formula is not present. Furthermore,
it has not been possible for the authors to identify another general formula for the pressure
expansion for a turbine flow meter in international standards. Therefore, this formula will not be
used here.

In this work, the following expression will be used for all three types of equipment:
Cisy =1+ 3a (T, —Tp) (4-35)

This is a valid approximation if the correction factor is not far from 1. That means that extreme
temperature differences are not taken into account. It also assumes that in the case of a turbine
meter, the rotor is of the same material (metal type) as the meter housing.

4.3.2. Pressure volume expansion coefficients

The pressure volume expansion coefficients are given differently for provers, ultrasonic flow meters
and turbine meters.

For displacement provers, (API MPMS 12.2, 2021) gives the following expression for single-walled
provers,

(P, — Py)ID
Cosx =1+ TEWT (4-36)
where
ID: Inner pipe diameter.
E: Young’s modulus of the pipe metal.

WT:  Pipe wall thickness.

The notation from (API MPMS 12.2, 2021) is used here.

For ultrasonic flow meters (Per Lunde, 2007) demonstrated that the expansion depends on a series
of issues. These include:

e Type of material (steel) in the meter spool.

e Pipe wall thickness.

e Upstream and downstream piping.

e Geometry of ultrasonic transducers.

e Number of and location of the acoustic paths, including distance between the acoustic path
and the flanges.

e Etc.
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In (1IS012242, 2012), Appendix A, and in (1ISO17089-1, 2010), Appendix E, this is addressed. A worst-
case expression is given as follows:

(4-37)

R% + 1%\ P, — P,
Cpsx = L+ 4| 7 |7

where

Inner diameter of pipe.

Outer diameter of pipe.

Young’s modulus of the pipe metal.
Poisson’s ratio of the pipe metal.

T mx =

The notation from the I1SO-standards is used here. This expression will be used here because the
topic is an uncertainty model. Indicative numbers of the size of the coefficient and on dependencies
on the pressure are therefore sufficient for the purpose in focus here.

For turbine flow meters, the (NORSOK 1-105, 1998) rev. 2 contains the following expression:

(2—-e)2R
Cpsx =1+ (P- Pb)T (4-38)
B (1= )2t

where

Inner diameter of pipe.

Pipe wall thickness of pipe.

Young’s modulus of the pipe metal.

Poisson’s ratio of the pipe metal.

AT: The area in the pipe cross section that is occupied by the rotor blades. (In the
program to be given in percent of the total cross-sectional area.)

A

The notation from the NORSOK-standard is used here. In newer versions of NORSOK I-105 and the
successor (NORSOK 1-106, 2014), this formula is not present. This means that generally, the pressure
expansion coefficient can by written as

Cpsx =1+ ﬁ(Px - Pb) (4-39)

The expression for § depends on the equipment, and is given as follows:
Displacement prover:

B = (4-40)
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Ultrasonic flow meter:

4 ((R+d,)?+ R?
=— 4-41
A E<(R+dw)2—R2+“ (4-41)
Turbine flow meter:
(2—-w2R
= A; (4-42)

E (1 _W) 2d,,

Here the notation of the steel expansion factors is uniformed between the different technologies,

as follows:
R: Inner diameter of pipe.
dw: Pipe wall thickness of pipe.
E: Young’s modulus of the pipe metal.
Poisson’s ratio of the pipe metal.
Az The area in the pipe cross section that is occupied by the rotor blades. (In the
program to be given in percent of the total cross-sectional area.)
4.4, Water in oil corrections

In this section, the functional relationships for flow rates are corrected to encompass volumetric
water-in-oil contents for up to 5 %. This section is based on the work by the work on a previous
sensitivity study (Hallanger, et al., 2007).

The volumetric flow rate at standard conditions is covered in Section 4.4.1. The volumetric flow rate
at line conditions is covered in Section 4.4.2, and the mass flow rate is covered in Section 4.4.3.

An assumption for this section is that for turbine and ultrasonic meters, with no slip, the mixed
volume of oil and water is the sum of the oil and water volumes at line conditions, such that the
volume flow rate at line conditions becomes:

05" = a7 (1 - dylime ) (4-43)
Here,
qoit: The oil volume flow at line conditions
q,’,”ix: The mixed oil and water volume flow at line conditions and is identical to gy, meqs
as defined in Eq. (4-15).
,‘;"ﬁffer The volumetric water fraction at line conditions

For Coriolis meters the assumption is that the mixed mass of oil and water is the sum of the oil and
water masses, such that the mass flow rate becomes:
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. . pzzyater
am' = am™ <1 - 573-53) (4-44)
line
Here,
qoit: The oil mass flow
qmix. The mixed oil and water mass flow and is identical to g, meqs as defined in Eq.
(4-19).
plrater. The water density at line conditions
p{?,f’ef: The density of the oil and water mix at line conditions

The main assumption in this section is that the liquid expansion coefficients are valid for the oil
water mix given a volumetric water fraction of less than 5 %.

4.4.1. Water in oil — volumetric flow rate at standard conditions

4.4.1.1 Correction when volume flow rate is the primary measurement

For turbine and ultrasonic meters, the net oil volume flow at standard conditions is found by
applying expansion coefficients for temperature and pressure as defined in Egs. (4-27) and (4-30) to
the net oil flow. This can be written as:

a5y = a (1 - BT )l Gl (a-45)
Here,
q,‘,’él: The net oil volume flow at standard conditions
cet. The temperature volume expansion coefficient for oil to meter conditions
Cgl‘f,f: The pressure volume expansion coefficient for oil to meter conditions

Equation (4-45) can be rewritten as:

proving calibration -
oil — gmAdp ymApc metering Vnom.PTOWT VO.TEf (1 _ water) (4-46)
qvo — “iq steel "1v,nom,flowmeter proving calibration vline
nom,flowmeter 0,nom,prover
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4.4.1.2 Correction when standard volume flow rate is estimated from measured mass flow

DENSITY FROM LABORATORY ANALYSIS

For Coriolis meters, the net oil volume flow at standard conditions is found by dividing the mass
flow by the density pgil at standard conditions. The net oil volume flow at standard conditions can

now be written as:

qmix p;/yater
oil _ 1m _ ine water _
qu - poil <1 mix v,line) (4 47)
0 line
Equation (4-47) can be rewritten as:
metering proving calibration water 4-48
oil _ qm,flowmeter Mprover Mref 1— Piine water ( )
qu oil Mproving Mcalibration mix vline
Po flowmeter prover line

The density of the water-oil mix at line conditions, pJ%, can be calculated in the following manner:

mix _ ,oil water ~met ~met water  water -
Pline = Po (1 - Pyline )Ctlm Cplm + ¢v,line Pline (4 49)
Where:
o pi: density of the oil-water mix, at line conditions.
o plil. oil density at line conditions.
o pprater, water density at line conditions.
o Py volumetric water fraction at line conditions.

DENSITY FROM ONLINE DENSITOMETER

In cases where there is a densitometer installed, the density at reference conditions is found by
substitution with Eq. (4-11). The expression for standard volume flow then becomes:

metering i libration -
proving calibra 4-50
0il _ qm,flowmeter Mprover Mref ( _ ¢water) Cmetcmet ( )
Vo T mix AA_m Mproving Mcalibration vline ) “tlm “plm
P dens‘iiq flowmeter prover
metering met ~met i librati
proving calibration
_ m,flowmeterctld Cpld Mprover Mref ( _ ¢water)
- mix proving calibration v,line
Pdens Mflowmeter Mprover

Am
liq
water fractions, this is considered a negligible simplification.

The density of the mix is here multiplied by A7;7" to get to the density at line conditions. With low
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4.4.2. Water in oil — volumetric flow rate at line conditions

4.4.2.1 Correction when volume flow rate is the primary measurement

For turbine and ultrasonic meters, the net oil volume flow at line conditions can be written as shown
in (4-43), here repeated for convenience:

qgil — qlr’nix(l _ d)water) (4-51)

v,line

Equation (4-51) can be rewritten as:

proving calibration -
oil _ 4P ymApc metering Vaomprover Vorrer (1 _ water) (4-52)
v~ = lig*'steel 1v,nom,flowmeter proving y calibration vline
Vnom,flowmeter 0,nom,prover

4.4.2.2 Correction when standard volume flow is estimated from measured mass flow

DENSITY FROM LABORATORY ANALYSIS

For Coriolis meters, the net oil volume flow at line conditions is found by dividing the mass flow by
the density line conditions. The density at line conditions is:

oo, = pglcietcet (4-53)
Here,
pl"iﬁe: The oil density at line conditions
pot: The oil density at standard conditions

The net oil volume flow at line conditions can now be written as:

mix water
oil _ dm _ Pline water (4_54)
Qv oil ~met ~met mix tvline
Po tlm “~plm line
Equation (4-54) can be rewritten as:

metering proving calibration water 4-55
oil _ Am,flowmeter ( Mprover (Mref >< _ Pline water ( )

v T ~met met ,oil proving calibration mix 1T vline

Ceim Cplm Po Mflowmeter Mprover line
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DENSITY FROM ONLINE DENSITOMETER

In cases where there is a densitometer installed, the density at reference conditions is found by
substitution with Eq. (4-11). The expression for volume flow at line conditions then becomes:

metering Mproving Mcalibration (4-56)
oil _ qm,flowmeter prover ref (1 water)
Qv = mix pAm proving Mcalibration — Pyline
Pdens liq Mflowmeter prover
Am

The density of the mix at densitometer conditions is here multiplied by A7;7" to get to the density

liq
at line conditions. With low water fractions, this is considered a negligible simplification.

4.4.3. Water in oil — mass flow rate

4.4.3.1 Correction when mass flow rate is estimated from measured volume flow

For turbine and ultrasonic meters, the net mass flow can be found by multiplying the net volume
flow rate at standard conditions by the oil density at standard conditions. The net oil mass flow can
now be written as:

st = a1 - Qe ) st g (@7
DENSITY FROM LABORATORY ANALYSIS

If the oil density is found from laboratory analysis, Eq. (4-57) the net oil mass flow can be rewritten
as:

proving calibration -
oil _ oilAm,ApAm.Ap.c metering Izrwm,prover VO,T@f (1 _ water) (4 58)
dm = Po lig steel “1vnom,flowmeter proving calibration v line
nom,flowmeter 0.nom,prover

DENSITY FROM ONLINE DENSITOMETER

If the oil density is based on densitometer measurements, Eq. (4-57) is rewritten as:

yproving y calibration pwater ( )
oil _ mix AAmAApAm,Ap,c metering nom,prover oref 1— Ld)water
dm" = Pdens lig “Mliqg“ steel qv,nom,flawmeter Vproving calibration pmix AAm v,line

nom,flowmeter O,nom,prover dens”’liq

Am
liq
line conditions. With low water fractions, this is considered a negligible simplification. Correlations

The density of the mix at densitometer conditions is here multiplied by A7; " to get to the density at

with AlAiZ are also considered negligible, as the effects of temperature and pressure on the term

cancel out almost completely.
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4.4.3.2 Correction when mass flow rate is the primary measurement

For Coriolis meters, the net mass flow can be written as:

p;/yater

oil _ ,mix ine water

Adm = dm <1 - mix *uvline ) (4-60)
line

Equation (4-60) can be rewritten as:

proving calibration water _
oil _ ,metering Mprover Myer 1— Pline water (4-61)
dm = qm,flowmeter Mproving Mcalibration mix *vline
flowmeter prover line

DENSITY FROM LABORATORY ANALYSIS

The density of the water-oil mix at line conditions, p{{‘,f’ef can be calculated using Eq. (4-49).

DENSITY FROM ONLINE DENSITOMETER

In cases where there is a densitometer installed, the density of the water-oil mix at line conditions,

p{?,f’ef, is found by multiplying the density of the water-oil mix at densitometer conditions, p7u*,, by

AAm

lig - With low water fraction, this is considered a negligible simplification.

4.5, Water fraction at line conditions

The volumetric water fraction at line conditions can be found by two means; online water cut
measurement, or laboratory sampling. In both cases the water at line conditions is found by a
correction calculation. Some additional correction factors that have not previously been defined,
will be needed. These are defined as follows (1508222, 2020):

w
twx = pW(TZ) (4-62)
p¥(Ty)
T T \? T \?
1+ 14639386 (<) — 0.015505 (<) — 0.0309777 (or
¥ = 999.84382 - (100) . (100) ~ (100) (4-63)
1+ 1.4572099 (m) +0.0648931 (m)
1
= 4-64
Cowx TP 7, (4-64)
1
Fy = 1073 (4-65)
19.69+0.1418-T —1.934-10"3 -T2 +5.866-10"¢-T3
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Ctwx: Temperature volume expansion coefficient for water.

Cpwx: Pressure volume expansion coefficient for water.

T;: The temperature to which the correction is made (reference conditions, °C).
T,: The temperature from which the correction is made (°C).

P: The pressure from which the correction is made.

4.5.1. Online water cut metering

If an online water cut meter is installed, the water at line conditions can be found as follows:

water _ Aonline¢W10
L -
pine Aonline¢W10 + Bonline(l - ¢W10) (4—66)
thw prw Cg?nelt Czr)rllrent ¢WI (0]

B thw prw Ctr?nelt C{ffﬁf‘ﬁwzo + thm prm Ctlw Cplw(1 - ¢WIO)

Here,

dwio: The volumetric water fraction as measured by the water cut meter

Aoniine: CtWWCpWWC;?gCﬁ%

Bontine: Cewm prm Coiw Cplw

Crww: Temperature volume expansion coefficient for water at water cut meter conditions
Cpww: Pressure volume expansion coefficient for water at water cut meter conditions
Ciwm: Temperature volume expansion coefficient for water at flow meter conditions
Cpwm: Pressure volume expansion coefficient for water at flow meter conditions

Cienw: Temperature volume expansion coefficient for oil at water cut meter conditions

Cpiw: Pressure volume expansion coefficient for oil at water cut meter conditions
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4.5.2. Laboratory water sampling

If an online water cut meter is installed, the water at line conditions can be found as follows:

water __ Alabd)WIO
vline —
AarPwio + Biar (1 — dwio)
met ~met
thl prlCtlm Cplm ¢LAB

a thlewnglrflthllrerf(pLAB + thmemetllell(l - (pLAB)

(4-67)

Here,

Apap: thl prlc?llrentcgﬁrs

Biap:  Crwm prm Ceu Cpll

¢rap: The volumetric water fraction as measured at laboratory conditions

Crwi: Temperature volume expansion coefficient for water at laboratory conditions
Cpwi:  Pressure volume expansion coefficient for water at laboratory conditions
Ciwm: Temperature volume expansion coefficient for water at flow meter conditions
Cpwm: Pressure volume expansion coefficient for water at flow meter conditions
Cii: Temperature volume expansion coefficient for oil at laboratory conditions

Cpu:  Pressure volume expansion coefficient for oil at laboratory conditions
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5. Uncertainty models

In this Chapter, the uncertainty models for volumetric flow rate at standard conditions, volumetric
flow rate at line conditions and mass flow rate, including water-in-oil corrections, are given in
Sections 5.1, 5.2, and 5.3, respectively. These uncertainty models are quite general, and the various
components of them are detailed in the next sections. In Sections 5.4, 5.5, and 5.6, respectively, the
uncertainty contributions related to the calibration process, the proving process and the flow
metering are addressed. In Section 5.7, the uncertainty contribution related to the oil and steel
expansion coefficient is addressed. In Section 5.8 the model uncertainties of these oil and steel
expansion coefficients are addressed more in detail. Uncertainties related to water in oil are
discussed further in Section 5.9, note also that these contributions are set to zero if there is no water
in the oil.

5.1. Volumetric flow rate at standard conditions

5.1.1. Uncertainty model when volume flow rate is the primary measurement

For turbine and ultrasonic meters, the relative standard uncertainty of the volumetric flow rate at
standard conditions can be deduced from Eq. (4-8) and (4-45), and is here written as follows:

mAp ,m,Ap,c
<u(qml > u(Aqu Asteel < (qcal ) + (u 615:017))
qgél Am ApA;rngezz ,C qggl qlz;):ov

liq

2
met water 2 water
(qu ) vline u(¢v,line )
1-— water water
qu v,line v,line

The interpretation of this equation is that the uncertainty consists of contributions related to
expansion of oil and steel (first term), contributions related to the calibration process (second term),
contributions related to the proving process (third term) and contributions related to the flow
metering (fourth term), as well as the uncertainty related to the volumetric water fraction (last
term). The last term is only relevant in cases where water-in-oil considerations are necessary.

2

(5-1)

The first term on the right-hand side of Eq. (5-1), related to the expansion of oil and steel, is
discussed further in Section 5.85.7.

The second term on the right-hand side of Eqg. (5-1), related to the calibration process, is discussed
further in Section 5.4.

The third term on the right-hand side of Eq. (5-1), related to the proving process, is discussed further
in Section 5.5.

The fourth term on the right-hand side of Eq. (5-1), related to the flow metering, is discussed further
in Section 5.6.

The fifth term on the right-hand side of Eq. (5-1), related to the volumetric water fraction, is
discussed further in Section 5.9.
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5.1.2. Uncertainty model when standard volume flow rate is estimated from
measured mass flow

DENSITY FROM ONLINE DENSITOMETER

For Coriolis meters, the relative standard uncertainty of the volumetric flow rate at standard
conditions can be deduced from Eq. (4-12) and Eq. (4-50) and is here written as follows for the case
where a densitometer is used:

<u(CIvél)> <u(qcal > N <u(q£lrov)> N (u(qmet >2
o a5t an’ amet

(u(Ctl C;??/&%%) (5_2)

met ~rmet mix
Ctia pld /p

water water
+ ( vline (¢v line
1-—

dens

water water

v,line v,line
The interpretation of this equation is that the uncertainty consists of contributions related to the
calibration process (first term), contributions related to the proving process (second term) and
contributions related to the flow metering (third term), the uncertainty related to the liquid
expansion coefficients and measured density (fourth term) as well as the uncertainty related to the
volumetric water fraction (last term). The last term is only relevant in cases where water-in-oil
considerations are necessary.

The first term on the right-hand side of Eq. (5-2), related to the calibration process, is discussed
further in Section 5.4.

The second term on the right-hand side of Eq. (5-2), related to the proving process, is discussed
further in Section 5.5.

The third term on the right-hand side of Eq. (5-2), related to the flow metering, is discussed further
in Section 5.6.

The fourth term on the right-hand side of Eq. (5-2) is related to the density measurement and the
liguid volume expansion coefficients.

The fifth term on the right-hand side of Eq. (5-2), related to the volumetric water fraction, is
discussed further in Section 5.9.

DENSITY FROM LABORATORY ANALYSIS

For the case where an online densitometer is not used, and the reference density is found from
laboratory samples, the uncertainty model, using also Eq. (4-48) becomes:
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SN 2
<u(q3;l>
apet
cal}\ 2 provyy 2 meta\ 2
_<u(qm >+<u(qm )) +<u(qm ))
- cal prov met

dm dm dm
< Ctlmcplmpgil(1 - Xﬁ;‘?) u(pgil)>2
ComCoimpg" (1 — dpiine ) + dyfine oot pgt (5-3)
< puater pwater u(przﬁsﬂ))z
CeimComp§" (1 — PUELer) + puater pprater - pprater
N < DYl Pltne” u(mfﬂ))z
(1 — W) (CeumCpimp§™ (1 — PYALET) + UaLerprater)  pyiter
< DL Pl u(cﬂmcplm)f Ly
CotmCpimpG™t (1 — PYELET) + pwater pwater  Cyp Coim corr

The interpretation of this equation is that the uncertainty consists of contributions related to liquid
density, as well as the calibration process, the proving process, the flow metering, as well as the
uncertainty in volumetric water fraction and water density.

The first term on the right-hand side of Eqg. (5-3) and related to the calibration process, is discussed
further in Section 5.4.

The second term on the right-hand side of Eq. (5-3), related to the proving process, discussed further
in Section 5.5.

The third term on the right-hand side of Eq. (5-3), related to the flow metering, is discussed further
in Section 5.6.

The fourth term and last term on the right-hand side of Eq. (5-3), related to the expansion of liquid,
are discussed further in Section 5.8.

The last terms on the right-hand side of Eq. (5-3), account for correlations between densities and
volume correction factors. It is found by numerical derivation of the functional relationship, refer to
Eq. (4-48), thus finding the total variance, and subtracting the sum of variances of the individual
contributions (arising from previous terms on the right-hand side of Eq. (5-3)). Prior to the numerical
derivation, Eq. (4-48) is re-written in terms of its independent variables, e.g., all calculated densities
are written as functions of pressures, temperatures, and measured densities. Numerical derivation
is covered in Section 5.10.

The fourth term on the right-hand side of Eq. (5-3), is related to the standard density.

The remaining terms are related to the water density and volumetric water fraction, which is
discussed in Section 5.9.

In cases where the density is calculated from laboratory samples, when water-in-oil considerations
are not necessary, the uncertainty model is given by Eq. (5-4).
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2 2 2 2 2
u(qvo,meas) _ u(CITCrgl N u(qglrov) n u(Q%”) n u(po) (5-4)
q qcal quOV qmet p
Vg,meas m m m 0

5.2. Volumetric flow rate at line conditions

5.2.1. Uncertainty model when volume flow rate is the primary measurement

For turbine and ultrasonic meters, the relative standard uncertainty of the volumetric flow rate at
standard conditions can be deduced from Eq. (4-52), and is here written as follows:

. 2
(g _ (AN ulag” | (ualr™)
oil - AApAm,Ap,c cal qprov

2

v lig“ steel v, ) (5-5)
2 2 2
met water water
" u(Qvo ) n vline u(¢v,line)
met 1 — gwater water
CIl’o vline v line

The interpretation of this equation is that the uncertainty consists of contributions related to
expansion of oil and steel (first term), contributions related to the calibration process (second term),
contributions related to the proving process (third term), contributions related to the flow metering
(fourth term), and contributions related to the water fraction measurement (last term).

The first term on the right-hand side of Eq. (5-5), related to the expansion of oil and steel, is
discussed further in Section 5.8.

The second term on the right-hand side of Eq. (5-5), related to the calibration process, is discussed
further in Section 5.4.

The third term on the right hand-side of Eq. (5-5), related to the proving process, is discussed further
in Section 5.5.

The fourth term on the right hand-side of Eq. (5-5), related to the flow metering, is discussed further
in Section 5.6.

The fifth term on the right-hand side of Eq. (5-5), related to the volumetric water fraction, is
discussed further in Section 5.9

The last term is only relevant in cases where water-in-oil considerations are necessary.
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5.2.2. Uncertainty model when standard volume flow rate is estimated from
measured mass flow

DENSITY FROM ONLINE DENSITOMETER

For Coriolis meters, the relative standard uncertainty of the volumetric flow rate at standard
conditions can be deduced from Eq. (4-56) and is here written as follows for the case where a
densitometer is used:

(u(qul)> <u(qcal > s (u(qglrov)> s (u(q et)>
q" it an am
A 2
u(ALY plens e u(ppaen)\’
+ AAm mix + 1— water water
liq Pdaens v line vline

(5-6)

The interpretation of this equation is that the uncertainty consists of contributions related to the
calibration process (first term), contributions related to the proving process (second term) and
contributions related to the flow metering (third term), the uncertainty related to the liquid
expansion coefficients and measured density (fourth term) as well as the uncertainty related to the
volumetric water fraction (last term). The last term is only relevant in cases where water-in-oil
considerations are necessary.

The first term on the right-hand side of Eq. (5-6), related to the calibration process, is discussed
further in Section 5.4.

The second term on the right-hand side of Eq. (5-6), related to the proving process, is discussed
further in Section 5.5.

The third term on the right-hand side of Eq. (5-6), related to the flow metering, is discussed further
in Section 5.6.

The fourth term on the right-hand side of Eq. (5-6), is related to the density measurement and the
liguid volume expansion coefficients.

The fifth term on the right-hand side of Eq. (5-6), related to the volumetric water fraction, is
discussed further in Section 5.9.

DENSITY FROM LABORATORY ANALYSIS

For the case where an online densitometer is not used, and the reference density is found from
laboratory samples, the uncertainty model, using also Eq. (4-55) becomes:
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()
oil
u(gg ) (M) +(u<qmef>>
cal lemv qTrrrllet
Priine Pline u(p%ﬁé”))
Ctlm plmpo ( _¢line)+¢;vﬁ;%rprfrger pm%er

t t t
< Puline Pline u(¢y, z‘iﬁif))

2

(5-7)

—+

+

t oil t t t ater
(1 ¢1‘;Vlameer)(ctlm plmpol (1 - :;lfl%neer) + d)l\;vlc:neerp”a er) ¢1‘71ine
t oil
Ctlmelmpo (1 - yl%neer) u(Ctlm plmpo )>

water water ,water

"¢ (1 — guwater) + CeimCpimPg"
tim plmpo ¢v line ¢v line Pline timLpimPo

The interpretation of this equation is that the uncertainty consists of contributions related to liquid
density, as well as the calibration process, the proving process, the flow metering, as well as the
uncertainty in volumetric water fraction and water density.

The first on the right-hand side of Eq. (5-7), related to the calibration process, is discussed further
in Section 5.4.

The second term on the right-hand side of Eq. (5-7), related to the proving process, discussed further
in Section 5.5.

The third term on the right-hand side of Eq. (5-7), related to the flow metering, is discussed further
in Section 5.6.

The fourth and fifth terms on the right-hand side of Eq. (5-7), are related to the water density and
volumetric water fraction, respectively. The uncertainty of in volumetric water fraction is discussed
in Section 5.9.

The last term on the right-hand side of Eq. (5-7) are related to the expansion of liquid, and densities.
These uncertainties are discussed further in sections 5.7 and 5.8.

In cases where water-in-oil considerations are not necessary, the uncertainty model for cases with
laboratory density measurements are given with Eq. (5-8).

2
(u(qv,meas)> _<u(qc‘”> +<u(q5f"”)> +<u(qm"’t)>
Qv,meas quf‘l qrz:;lrov qmet

: 2
met met ozl
(u(ctlm plm >

(5-8)

met ~met Oll
Ctlm Cplm Po

The last term in (5-8) is related to the reference density and the liquid volume expansion
coefficients.
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5.3. Mass flow rate
5.3.1. Uncertainty model when mass flow rate is estimated from measured volume
flow

DENSITY FROM LABORATORY ANALYSIS

For turbine and ultrasonic meters, the relative standard uncertainty of the mass flow rate can in the
case when the density is determined from laboratory analysis be deduced from Eq. (4-58), and is
here written as follows:

WA WA
<u(q°” ) u(poAyiy " Agtea” +< (qv;”)) ( pm”))
a o ATVAP gTAP.C qS;” ap

2

liqg steel (5-9)
2
met water water
n u(qy’ ) n vline u(¢v,line
T met 1— water water
v vline vline

The interpretation of this equations is that the uncertainty consists of contributions related to
density measurement and expansion of oil and steel (first term), contributions related to the
calibration process (second term), contributions related to the proving process (third term),
contributions related to the flow metering (fourth term), and contributions related to the volumetric
water fraction (last term).

The first term on the right-hand side of Eq. (5-9), related to the density measurement and expansion
of oil and steel, is discussed further in Section 5.8.

The second term on the right-hand side of Eq. (5-9), related to the calibration process, is discussed
further in Section 5.4.

The third term on the right-hand side of Eq. (5-9), related to the proving process, is discussed further
in Section 5.5.

The fourth term on the right-hand side of Eq. (5-9), related to the flow metering, is discussed further
in Section 5.6.

The fifth term on the right-hand side of Eq. (5-9), related to the volumetric water fraction, is
discussed further in Section 5.9.

The last term is only relevant in cases where water-in-oil considerations are necessary.

DENSITY FROM ONLINE DENSITOMETER

When the density is measured by a densitometer, the relative standard uncertainty of the mass flow
rate can be deduced from Eq. (4-59), and is here written as follows:

(5-10)
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met
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T met
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+< pdensAllq u(pdensAllq )
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pdensAqu pll d)v line pdensAllq
water jwater water\\ 2
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The interpretation of this equations is that the uncertainty consists of contributions related to
density measurement and expansion of oil and steel (first and second terms), contributions related
to the calibration process (third term), contributions related to the proving process (fourth term),
contributions related to the flow metering (fifth term), contributions related to the water density
(sixth term) and contributions related to the volumetric water fraction (last term).

The second term on the right-hand side of Eq. (5-10), related to the density measurement and
expansion of oil and steel, is discussed further in Section 5.8.

The third term on the right-hand side of Eq. (5-10), related to the calibration process, is discussed
further in Section 5.4.

The fourth term on the right-hand side of Eq. (5-10), related to the proving process, is discussed
further in Section 5.5.

The fifth and sixth terms on the right-hand side of Eq. (5-10) are related to the water density and
volumetric water fraction, respectively. The uncertainty of in volumetric water fraction is discussed
in Section 5.9.

5.3.2. Uncertainty model when mass flow rate is the primary measurement

DENSITY FROM ONLINE DENSITOMETER

For Coriolis meters, the relative standard uncertainty of the mass flow rate at standard conditions
can be deduced from Eq. (4-61), and is here written as follows for the case where a densitometer
is used:
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DENSITY FROM LABORATORY ANALYSIS

For the case where an online densitometer is not used, and the reference density is found from
laboratory samples, using Egs. (4-61) and (4-49) the uncertainty model becomes:

()
an'
<u(q$,f‘l ) s (u(qfif""))z N (u(qlﬁﬂ))z
st am " ame
Pline Pline: u(ﬂz“f#é”))
ComCpimp8" (1 — dyiine ) + dyine Plines”  Pline”

t t t 2
< Gyline Pline. u(¢1‘§f{?neer)>

2

(5-12)

—+

+ :
t l t t t t
(1 = Byline ) CermCompy" (1 = Puiine ) + Suliin Piine” ) Puline
2
+

water  water oil
¢v,line Pline u(Ctlmelmpo )>

oil water water swater oil
Ctlmcplmpo (1 - ¢u,line ) + ¢v,line Pline Ctlmcplmpo

The interpretation of Egs. (5-11) and (5-12) is that the uncertainty consists of contributions related
to liquid density, as well as the calibration process, the proving process, the flow metering, as well
as the uncertainty in volumetric water fraction and water density.

The first terms on the right-hand side of Egs. (5-11) and (5-12), related to the calibration process,
are discussed further in Section 5.4.

The second terms on the right-hand side of Egs. (5-11) and (5-12), related to the proving process,
are discussed further in Section 5.5.

The third terms on the right-hand side of Egs. (5-11) and (5-12), related to the flow metering, are
discussed further in Section 5.6.
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The fourth and fifth terms on the right-hand side of Egs. (5-11) and (5-12), are related to the water
density and volumetric water fraction, respectively. The uncertainty of in volumetric water fraction
is discussed in Section 5.9.

The last term on the right-hand side of Egs. (5-11) and (5-12) are related to the expansion of liquid,
and densities. These uncertainties are discussed further in sections 5.7 and 5.8.

In cases where water-in-oil considerations are not necessary, the uncertainty model is given by Eq.

(5-13).
(u(qm,meas)>2 _ <u(qml ) N (u(qﬁf‘"’)> N (u(qmef>) (5-13)
Ammeas qf,{” qﬁlmv qget
5.4. Calibration uncertainties

The calibration uncertainty can be understood as the uncertainty in a newly calibrated device that
operates under the same flow rates, oil quality, pressure, and temperature, and in case of a master
meter, installed in the same place in the same flow loop as under calibration. This means that it is
the uncertainty in the meter output related to an as-left flow test carried out for the same flow rates
as where the flow calibration was carried out.

The calibration uncertainty for turbine and ultrasonic meters refers to the second term on the right
hand of Egs. (5-1), (5-5), (5-9), and (5-10) and can be written as follows:

2

2
(u(qﬁ)) u(afiyy)) | (u(qsg,aept pmer)> 512

cal cal cal

QUO qvo qvo

The calibration uncertainty related to a Coriolis meter can be written analogously to that of the
turbine and ultrasonic meters, ref. Eq. (5-14), replacing the standard volume flow g, by mass flow
Gm, as given in the following equation:

2

<u(qcal ) _ (u(qrcrﬁl"ef )2 + (u(nga}“ept prover)) (5_15)

cal cal cal

Qm Qm am

Here the first term on the right-hand side is the relative standard uncertainty of the calibration
reference:

e If the proving device is a displacement prover, this uncertainty term refers to the reference
system used at the on-site calibration of the prover.
e If the proving device is a master meter (flow meter), there are two options.
o If the master meter is calibrated off-site, at a flow laboratory, the uncertainty term
refers to the uncertainty of the flow reference at the flow laboratory.
o If the master meter is calibrated on-site, typically by use of a compact portable
prover with transfer meter, the uncertainty term refers to the uncertainty in that
prover/transfer meter system.
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The second term on the right-hand side is the relative standard uncertainty due to the repeatability
obtained during calibration of the proving device. This is found from the repeatability checks carried
out under such calibrations. Note that the term relates to the uncertainty and not the repeatability
itself.

5.5. Proving uncertainties

The proving uncertainty can be understood as the extra uncertainty contributions related to a
proving device when used in the proving process, compared to the calibration uncertainty. It is
assumed that the proving is carried out at a single flow rate only.

The proving uncertainty for turbine and ultrasonic meters refers to the third term on the right hand
of Egs. (5-1), (5-5), (5-9), and (5-10) and can be written as follows:

prov prov prov

2 2
prov 2 prov ) ( prov )
<u(q )) _ u (qVO rept—prover n qvg rept—flowmeter
qvo qvo qyo

(5-16)

prov 2 prov 2
u qvo,linearity qvo profile
+ prov + prov

y, y,

Similarly for the mass flow rate measurement, referring to the third terms in Egs. (5-2), (5-3), (5-6),
(5-7), (5-11), and (5-12), and the second terms in Egs. (5-4), (5-8), and (5-13), the proving uncertainty
is written as follows:

2 2
<u(qprov)>2 _ <u(qglrggpt prover)) n (u(qrp;lr:"):pt flowmeter))

Tov Tov rov
Im ” Im
2 2
prov prov
qm lmearlty qm proflle) (5_17)
prov prov

2

prov prov
m m

prov 2 prov
+ <u(qm,pressure > + <u(qm temperature))

The first two terms on the right-hand side of Eqgs. (5-16) and (5-17) correspond to the repeatability
of the prover and the flow meter. Normally they can be merged to a single term, which is found
from the repeatability check carried out under proving. Note that the term relates to the uncertainty
and not the repeatability itself.

The third term on the right-hand side of Eqgs. (5-16) and (5-17) accounts for the effect that the
proving is not carried out at the same flow rate as used in the flow calibration. It is only relevant
when the proving device is a master meter. This is dealt with in the same way as in (Frgysa, et al.,
2014) (Uncertainty of the correction factor estimate). The uncertainty contribution is described in
Appendix A. It is calculated from the deviation between the master meter flow rate and the flow
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rate measured by the reference meter at flow calibration, at a series of flow rates. The adjustment
of the master meter is assumed to be carried out by linear interpolation. The actual expression for
any uncorrected percentage deviation, dp, and the related uncertainty of the master meter after
adjustment of the master meter is given in Appendix A.

As described in Appendix A, the relative standard uncertainty of the correction factor estimate can
be written as

u (qi):,(l)i];learity) _ u(K) _ la_pu _ 5p/\/§ (5—18)
g K ) Kok’ T 100+p

The relative standard uncertainty of the correction factor estimate related to a Coriolis meter can
be written analogously to that of the turbine and ultrasonic meters, ref. Eq. (5-18), replacing the
standard volume flow gq,,, by mass flow g, as given in the following equation:

prov
u(qm,linearity) _ u(K) _ la_pu _ 5p/\/§ (5-19)
7 kK ) koK’ 100+ p

The last term on the right-hand side of Eq. (5-16) and the fourth term in Eq. (5-17) accounts for the
effect on the master meter by changes in flow profile from the flow calibration to the proving.
Typically, this effect is larger when the master meter has been calibrated at an off-site calibration
facility than when the master meter has been calibrated on-site. The size of this term depends on
the care taken for having upstream pipe work at proving as close as possible to the pipe work at
flow calibration. Flow meter specifications and type tests can give indications of the size of this term
in case of an off-site calibration. It is, however, difficult to give specific and general numbers for this
term. In the case of on-site calibration, the term usually is expected to be smaller, because the
master meter is not physically moved between flow calibration and proving.

The two last terms in Eq. (5-17) are related to the influence of pressure and medium temperature,
respectively, if the calibration pressure differs from the process pressure during proving, or if the
zero-point adjustment temperature at calibration differs from the process temperature during
proving.

5.6. Metering uncertainties

The metering uncertainty can be understood as the extra uncertainty contributions related to a duty
flow meter when used in normal operation, compared to the uncertainty of the same meter just
after proving, and with the same flow rate as during proving.

The metering uncertainty for turbine and ultrasonic meters refers to the second term on the right
hand of Egs. (5-1), (5-5), (5-9), and (5-10) and can be written as follows:
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2

<u(qv0€t)> (u(q{;r;,efept flowmeter))2 + (u(qg;elgnearity )

t t t
v, Ly , v (5-20)
<u(Q1;O profile)>
+ met
qVO

Similarly for the mass flow rate measurement, referring to the fourth terms in Egs. (5-2), (5-3), (5-6),
(5-7), (5-11), and (5-12), and the third terms in (5-4), (5-8), and (5-13), the metering uncertainty is
written as follows:

2

2
<u(qmet)> _ (u(qmﬁgpt flowmeter)> n (u(qmifnearity )

am am am
2
<u(Qm prolee)> N <u(Qm,pressure > (5-21)
met met
m qm

met

dm

2
+ <u (qm%mperature )>

The first term on the right-hand side in Egs. (5-20) and (5-21) corresponds to the repeatability of the
flow meter. This is usually not measured directly (as in the flow calibration and proving operations)
but can be based on vendor specifications, proving repeatability tests, or found in other ways. Note
that the term relates to the uncertainty and not the repeatability itself.

For a Coriolis flowmeter, the repeatability is assumed to be specified as follows, where zero-point
stability in units of kg/h is input for the uncertainty estimation:

u(gmet 1 zero point stability - 100%
(Qm,?’eptmfeltowmeter) = x% + (_Z pot metl iy 0) %0. 7 (5_22)
qm 2 dm

The second term on the right-hand side in Egs. (5-20) and (5-21) accounts for the effect that the
flow meter is not measuring on the same flow rate as the flow rate where proving was carried out.
It is calculated based on specification of the total linearity of the meter over the calibrated range of
volumetric flow rate at standard conditions. This linearity, given in percents, is denoted L. It is
assumed that as a maximum there is a linear drift of L % over the calibrated flow rate range of the
flow meter. This means that when the flow meter is proved at a volumetric flow rate at standard

prov

conditions q,, ", and used at a volumetric flow rate at standard conditions q,’,’;et, the linearity

uncertainty contribution can be written as

(5-23)

(u(q;:zii-neamy ) L lan — a5

i V3 a5 — a5
It is here assumed a rectangular probability function for the uncertainty, which means that the
relative standard uncertainty is found by dividing the maximum drift by the square root of 3. The
metering uncertainty related to linearity for a Coriolis meter can be written analogously to that of
the turbine and ultrasonic meters, replacing the standard volume flow g, by mass flow g,,,as
follows:
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u(qufnearity _ L |qmet - qglrovl (5_24)
< V3as,, —asl

The last term on the right-hand side in Eq. (5-20) and the third term in Eq. (5-21) accounts for the
effect on the duty meter by changes in flow profile from the proving to normal operation. Typically,
this term is expected to be small, because the duty meter is not physically moved between flow
calibration and proving. In addition, a new proving is carried out at each ship loading. In case of
continuous operation, a new proving is carried out with some days’ time interval.

The two last terms of Eq. (5-21) are related to the influence of pressure and medium temperature,
respectively, if the proving pressure differs from the process pressure during metering, or if the
zero-point adjustment temperature during proving differs from the process temperature during
metering.

5.7. Oil and steel expansion factor uncertainties

In this Section, the uncertainty models for the combined oil and steel expansion factors the first
term on the right hand of Egs. (5-1), (5-5), and (5-9) are addressed. Note that this uncertainty term
is different for the each of the four situations covered in Egs. (5-1), (5-5), and (5-9).

In Section 5.7.1 the model for the uncertainty of the expansion factor found in Eq. (5-1), and related
to the volumetric flow rate at standard conditions, is presented.

In Section 5.7.2 the model for the uncertainty of the expansion factor found in Eq. (5-5), and related
to the volumetric flow rate at line conditions, is presented.

In Section 5.7.3 the models for the uncertainty of the expansion factors found in Egs. (5-9) and (5-10)
and related to the mass flow rate, are presented.

Section 5.7.4 presents the models for the uncertainty found in Eqg. (5-4) related to the volumetric
flow rate at standard conditions from measured mass flow rate.

Section 5.7.5 presents the models for the uncertainty found in Eqg. (5-8) related to the volumetric
flow rate at line conditions.

5.7.1. Volumetric flow rate at standard conditions — from measured volume flow

The uncertainty model for the volumetric flow rate at standard conditions is given in Eq. (5-1). The

m,Ap Am,Ap,c

lig Asteel is part of that equation. This relative standard

relative standard uncertainty of A

AP AMAPC (an from Eqgs. (4-5) and (4-6) be found as

uncertainty will now be discussed. Aliq steel

plp P tsp  “psp
Prov ~pProv ,~cal ~cal ~PTOV ~pProv
C C CtSP CPSP Ctsm Cpsm

Am,ApAm,Ap,c _

lig steel (5-25)

Prov ~prov ~met ~met ~PTOV ~PTOV ~met ~rmet
(Ctlp C Ctlm C lmC C Ctsm Cpsm)

tlim “plm
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When the expressions for all expansion coefficients (see Sections 4.2 and 4.3) are inserted, Eq. (5-25)
can formally be written as

mAp ,mAp,c __ 1 1 mPTOV pPToOV 5Prov pProv t t _
Aliq Asteel - f(Tpca 'Ppca 'TP ’PP 'Tm 'Pm 'Tﬁlrw 'PJlne ,Po) (5 26)
Each of these input parameters have uncertainty. In addition, there are material constants for the

oil and the steel. These also have uncertainty. In this work they are considered as part of the model
m,Ap ,m,Ap,c
liq Asteel

uncertainty in temperature expansion coefficient and pressure expansion coefficient for oil, and the
same for steel are assumed to be part of the model uncertainty.

uncertainty for each type of expansion factors that are included in A . That means that

It should be noted here that the temperature Tpcal (the temperature at the proving device during
calibration) and the temperature T;’mv (the temperature at the proving device during proving) are
measured by the same temperature measurement device. Similarly, pressure Ppcal (the pressure at
the proving device during calibration) and the pressure Pppmv (the pressure at the proving device
during proving) are measured by the same pressure measurement device. However, there can be
several months or more between the measurements during calibration and the measurements
during proving. The temperature measurement device and the pressure measurement device can
drift in-between these measurements, and there may also be re-calibrations of the equipment.

Therefore, in the uncertainty model, Tpcal and Ppcal will be assumed to be uncorrelated with T;’mv

prov
and Pp .

In the same way, the temperature T2 °” (the temperature at the flow meter during proving) and
the temperature T,M¢¢ (the temperature at the flow meter during ordinary flow metering) are
measured by the same temperature measurement device. Similarly, pressure P,flmv (the pressure
at the flow meter during proving) and the pressure P¢t (the pressure at the flow meter during
ordinary flow metering) are measured by the same pressure measurement device. Opposite to the
case for the temperature and pressure measurements at the proving the device, the temperature
and pressure measurements at the flow meter (during proving and at ordinary flow metering) are
carried out within few days or less. Therefore, in the uncertainty model, T,flmv is assumed to be
totally correlated with T;7*¢¢, and PE"°" is assumed to be totally correlated with B¢,

m,Ap Am,Ap,c

lig steel  Can then be written as

The uncertainty model for A
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liq steel
m ApAm ,Ap,c
llq steel

(u(Am ApAmApc

af
Tcal)
m,Ap mApc) calu( 14
AP A T,

q steel

l prov
Pi® aT,

5-27
aPprov (PppTOV) ( )
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( u(F5 ) 2+ A u(T) |

2
of 0
+ u(Ty %) + ! u(T,;l”et))

anTOU Tmet

2
0
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m,Ap 2 LADp, 2
af u(Aliq,mod) u(AgeeIz,rcnod)
a_,Do (po) + Am’Ap + Am,Ap,c

liq steel,mod

+

where the two last terms represent model uncertainties. It will further be assumed that when a
temperature or pressure device is used two times (in both calibration and proving operation or both
in proving and normal flow metering operation), the absolute standard uncertainty of this
temperature or pressure device is the same in the two cases. This is consistent with the
specifications of most temperature and pressure devices and in agreement with the uncertainty
models for temperature and pressure given in Sections 3.1 and 3.2. This means that the notation
will be simplified as follows:

u(fy) = u(T") = u(3"™),

u(By) = u(R™) = w(R™™),

u(Ty) = u(Th) = w(Tet),

(5-28)

u(Py) =u(Ph") = u(Ppet)
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Eqg. (5-27) now simplifies to

liq steel

m,Ap ,mAp,c )
Allq Asteel

<u(AmApAmApc

)2 (( of )+< of )) ()’
A A l prov D
A ”Aé’éee’zc oTy" oT,

P 2
< Pcal app];OV) )u(Pp)Z

—+

(5-29)
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m,Ap m,Ap,c
u(Allq mod > <u(Asteel ,mod )

—+

+ mAp

llq

m,Ap,c
steel

Ap
. . . u(A?'I d) . . .
The model uncertainty term for oil expansion factors, %, is addressed in Section 5.8.3. The model
liq
mAp,c
( steel,mod

u . . .
, ——mapc 1S addressed in Section 5.8.7.
steel

uncertainty term for steel expansion factors

5.7.2. Measured volumetric flow rate at line conditions

The uncertainty model for the volumetric flow rate at line conditions is given in Eq. (5-5). The relative

standard uncertainty of AIALZAZ;‘JZ *“ is part of that equation. This relative standard uncertainty will

. Ap ,mAp,c
now be discussed. Aqusteel can from Egs. (4-6) and (4-16) be found as
PTOV ~PTOV ~PTOV ~PTOV ~met ~met
AAp mAp,c __ Ctlp Cplp Ctsp Cpsp Ctsm Cpsm (5-30)
lig“'steel — CPTov ~PTOY ~cal ~cal ~PTOV ~DTOV
tlm “plm “tsp “PSp“tsm “psm

When the expressions for all expansion coefficients (see Sections 4.2 and 4.3) are inserted, Eq.
(5-30) can formally be written as

Ap ,m,Ap,c cal pcal pProv pProv mprov pprov mmet pmet -
Ao Altoor = fo(T§, B, T8, P70 T %, P Tiet, BIet, py) (5-31)

The methodology and assumptions for finding the uncertainty AIALZAZ;;‘;;C is similar to the

mAp Am LAp,c .

methodology and assumptions for finding the uncertainty Allq steel

in Section 5.7.1. The relative

ApAm ,Ap,c

ligAsteel then becomes

standard uncertainty of A
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m,Ap,c
+ u(Allq mod ) (u(Asteel ,mod )

m LAp
llq
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steel

. . . u(4 )
The model uncertainty term for oil expansion factors, M

liq
mAp,c
( steel mod)

. . u A . . .
uncertalnty term for steel expansion factors, Tpcr is addressed in Section 5.8.7.
steel

5.7.3. Mass flow rate — from measured volume flow rate

The functional relationship and the uncertainty model for the mass flow rate depends on whether
the density is determined from laboratory analysis or measured by an online densitometer. These
two cases must therefore be addressed individually.

DENSITY FROM LABORATORY ANALYSIS

The uncertainty model for the mass flow rate when the density is determined by laboratory analysis
mApAmAp ,C
liq steel
mApAm ,Ap,c
liq steel

is given in Eq. (5-9). The relative standard uncertainty of pyA is part of that equation.

This relative standard uncertainty will now be discussed. pyA4
(4-6) be found as

can from Egs. (4-5) and

plp plm ~tsp “psp psm
PTOV ~DTOV ~cal ~cal ~PTOV ~PTOV
Ctlm Cplm CtSp CpSpCtsm Cpsm

mApAmApc _

pOAllq steel (5-33)

Prov ~prov ~met ~rmet ~PTOV ~PTOV ~met ~rmet
<cﬂp cProvemetcmet obTov obTov omet ¢ )

When the expressions for all expansion coefficients (see Sections 4.2 and 4.3) are inserted, Eq.
(5-33) can formally be written as
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mAp ,m,Ap,c -
pOAliq Asteel (5-34)

_ 1 1 mPTrov pPTrov mPTrov pPTrov t t
= fa(T5™, BEOL, Ty % By 0% TR PR %  Toet, Ptet, po)

Each of these input parameters have uncertainty. In addition, there are material constants for the

oil and the steel. These also have uncertainty. In this work they are considered as part of the model

mAp Am,Ap,c
liq steel

temperature expansion coefficient and pressure expansion coefficient for oil, and the same for
steel.

uncertainty for each type of expansion factors that are included in A . That means

mAp Am,Ap,c
liq steel

mAp ,mAp,c. . .
liq Aol inSection 5.7.1. The relative

The methodology and assumptions for finding the uncertainty pyA is similar to the

methodology and assumptions for finding the uncertainty A

mAp Am,Ap,c

lig Asteel then becomes

standard uncertainty of pyA

m,Ap ,m,Ap,c 2
u(pOAliq Asteel
m,Ap Am,Ap,c

pOAliq steel
2 2 2
( 1 ) << 0f3> +( ofs ))u(T)Z
mAp ,m,Ap,c cal prov p
poA Asteel an aTP
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2 2
d 0
(25 4 —ffm, u(p,)’
apcal aPP 14
p p 5 (5-35)
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+ <6T£30v + aTﬁgf) u(Tm)z
m m
2
+ 9% + ors 2u(P )%+ %u(p)
aPrgTOU aPYZnet m apo 0
m,Ap 2 LAp, 2
+ <u(Aliq,mod ) + <u(AzzeeIl),rCnod >
m,Ap m,Ap,c
Aliq Asteel
mAp
The model uncertainty term for oil expansion factors, ‘ l,l,‘flf;"d , is addressed in Section 5.8.3. The model

liq
mAp,c
(Asteel,mod)

u
uncertainty term for steel expansion factors, ——mapc 1 IS addressed in Section 5.8.7.

steel

DENSITY FROM ONLINE DENSITOMETER

The uncertainty model for the mass flow rate when the density is determined by densitometer is
lAi;n’ApAz’eAﬁ‘C is part of that equation. This relative

lAl.Zl‘ApALZ’eAelz’cfrom Egs. (4-6) and (4-24) can

given. The relative standard uncertainty of pgens4

standard uncertainty will now be discussed. pjens4
be found as
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Am,Ap ,m,Ap,c
pdenSAliq Asteel
pProv ~prov ~met ~rmet ~PTOV prov met met _
_ Ctlp Cplp Ctlm Cplm Ctsp,proverCpsp,proverCtsm,flowmeterCpsm,flowmeter (5 36)
= | Pdens CprovCprovaetCmetccal Ccal Cprov prov
tim “plm “tld “pld “tsp,prover ~psp,prover ~tsm,flowmeter ~“psm,flowmeter

When the expressions for all expansion coefficients (see Sections 4.2 and 4.3) are inserted, Eq.
(5-36) can formally be written as

Am,Ap ,m,Ap,c
pdenSAliq Asteel

— cal pcal 7PTrovV pprov pprov pprov mmet pmet pmet pmet
_f4(Tp :Pp :Tp JPp JTm JPm JTm 'Pm 'Td rd 'pO'pdens)

(5-37)

It is here assumed that the standard density, py, is calculated from the measured density at the
densitometer, and used in the volume correction coefficients. Each of these input parameters have
uncertainty. In addition, there are material constants for the oil and the steel. These also have

uncertainty. In this work they are considered as part of the model uncertainty for each type of
Am,Ap Am,Ap,c
lig steel

coefficient and pressure expansion coefficient for oil, and the same for steel.

expansion factors that are included in A . That means temperature expansion

The methodology and assumptions for finding the uncertainty pdensAlAiZl‘ApAzﬁl"c is similar to the
methodology and assumptions for finding the uncertainty AzléApAz’eAerl"cin Section 5.7.1. The relative
standard uncertainty of pdensAlAi;n'ApAg'eAeIl"cthen becomes

liq steel

Am,Ap ,m,Ap,c
pdensAliq A

Am,Ap ,m,Ap,c
(u (pdensA A

steel
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2
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It should be noted here that a small approximation has been carried out. It is assumed that the
uncertainty of the relative density used in the volume correction coefficients is uncorrelated with
the density pgens that is explicitly written in Eqg. (5-36). As the sensitivity for the relative density in
the volume correction coefficients is quite small, this is a reasonable approximation.

Am,Ap )

u(4;;
The model uncertainty term for oil expansion factors, %, is addressed in Section 5.8.2. The model

liq
mAp,c
( steelmod

u
uncertainty term for steel expansion factors, — 7=, is addressed in Section 5.8.7.

steel

5.7.4. Volume flow rate at standard conditions — from measured mass flow rate

The functional relationship and the uncertainty model for the volume flow rate depend on whether
the density is determined from laboratory analysis or measured by an online densitometer. These
two cases must therefore be addressed individually.

DENSITY FROM LABORATORY ANALYSIS

The uncertainty model for the volume flow rate at standard conditions from measured mass flow
rate, when the density is determined by laboratory analysis, is given in Eqg. (5-4). The relative
standard uncertainty of pyis part of that equation. When the primary measurement is mass flow,
and there is no water in the oil, there will be no influence of expansion coefficients on the
uncertainty model. In the case of water in oil, the effect of the expansion coefficients is described
in Eg. (5-3) in Section 5.8.6.

DENSITY FROM ONLINE DENSITOMETER

The uncertainty model for the volume flow rate at standard conditions from measured mass flow
rate, when the density is determined by densitometer is given in Eq. (5-2). The relative standard

Cmet met
tld “pld

uncertainty of is part of that equation. When the expressions for all expansion coefficients

dens

(see Sections 4.2.2 and 4.2.3) are inserted, this ratio can formally be written as

Chitenst (5-39)
— P = fS (Ténet, PcrlnEt' Po, pdens)
Pdens

It is here assumed that the standard density, py, is calculated from the measured density at the
densitometer, and used in the volume correction coefficients. Each of these input parameters have
uncertainty. In addition, there are material constants for the oil. These also have uncertainty. In this
work they are considered as part of the model uncertainty for each type of expansion factors that
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are included in Cfif*C}ist. That means temperature expansion coefficient and pressure expansion
coefficient for oil.

. __— . cigtemst .
The methodology and assumptions for finding the uncertainty 2424 s similar to the

Pdens

methodology and assumptions for finding the uncertainty of AZZAPAZZ’eAJ;’C, in Section 5.7.1. The
. . Cmetcmet
relative standard uncertainty of 424 then becomes:

dens

2

cstegst
u ——————————
Pdens
T
Pdens
2
2
1 dafs )
" | o (sre) wcro (5-40)
Pdens

afs \ af. ’
+(W’5t> u(Pd)2+<a—/;u(po))

2 ¢ ¢ 2
afS u(Cg?imodC;?g,mod

+ a u(pdens) + Cmet Cmet
Pdens tld,mod “pld,mod

It should be noted here that a small approximation has been carried out. It is assumed that the
uncertainty of the relative density used in the volume correction coefficients is uncorrelated with

metcmet
tld Cpld

the density pgens, Of the ratio . As the sensitivity for the relative density in the volume

Pdens
correction coefficients is quite small, this is a reasonable approximation.

U(CiigmodCplamod)
The model uncertainty term for oil expansion factors, — L= is addressed in Section

Ctld,modCzTJrlL;,tmod ’
5.8.6.
5.7.5. Volume flow rate at flow meter conditions — from measured mass flow rate

The functional relationship and the uncertainty model for the volume flow rate depend on whether
the density is determined from laboratory analysis or measured by an online densitometer. These
two cases must therefore be addressed individually.

DENSITY FROM LABORATORY ANALYSIS

The uncertainty model for the volume flow rate at flow meter conditions from measured mass flow
rate, when the density is determined by laboratory analysis, is given in Eq. (5-8). The relative
standard uncertainty of Cg;;gtcg;f,fpo is part of that equation. When the expressions for the

expansion coefficients (see Sections 4.2.2 and 4.2.3) are inserted, this ratio can formally be written
as
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1 -
met = fG(Tr;lnet'PJlnet'pO) (5-41)

met
Ctlm Cplm 0

The standard density, pg, is derived from the laboratory analysis, and are assumed used in the
volume correction coefficients. Each of these input parameters have uncertainty. In addition, there
are material constants for the oil. These also have uncertainty. In this work, they are considered as
part of the model uncertainty for each of the expansion factors. The methodology and assumptions

for finding the uncertainty of ———=r— is similar to the methodology and assumptions for finding
Ctim Cplmpo
mApAmApc

the uncertainty of A“q steel 7

1
in Section 5.7.1. The relative standard uncertainty of ———r
Ctlm Cplmpo

then becomes:

u
<Cglne1t Cnllfntpo \

-

cretemetp, "ifnt Po (5-42)

9 2
a

+(a ( (o)) +(

met met
<u(ctlm,mod plm, mod))
met met
Ctlm modC

+

2
ofs \° ofs \
( (25 s+ (2

2
) (u (pdens)) ’

Im,mod

, : , U(Climmod Cpimmod) . : :
The model uncertainty term for oil expansion factors —maop= C,f’,;;‘m" is addressed in Section

tlm,mod“~plmmod

5.8.6.
DENSITY FROM ONLINE DENSITOMETER

The uncertainty model for the volume flow rate at line conditions from measured mass flow rate,
when the density is determined by densitometer, is given in Egs. (5-6) and (5-11). The relative
standard uncertainty of AzAiZlPdens is part of that equation. When the expressions for all expansion
coefficients (see Sections 4.2.2 and 4.2.3) are inserted, this ratio can formally be written as

Cmetcmet (5_43)
Am — tim ~plm met pmet met met
Aliq Pdens = Pdens (met cmet f7(Tm P Ty :p0:pdens)
tid Cpla

It is here assumed that the standard density, pg , is calculated from the measured density at the
densitometer, and used in the volume correction coefficients. Each of these input parameters have
uncertainty. In addition, there are material constants for the oil. These also have uncertainty. In this
work they are considered as part of the model uncertainty for each type of expansion factors that
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Am

are included in Ay, . That means temperature expansion coefficient and pressure expansion

coefficient for oil.

The methodology and assumptions for finding the uncertainty of AlAiledens is similar to the
methodology and assumptions for finding the uncertainty of A;?&APAZ;‘EAZI"C, in Section 5.7.1. The

relative standard uncertainty of Aﬁglpdens then becomes:

2

<u(AlAiledens)>

AlAiznpdens
2 2 )
1 af7 afy
“\zom Smet T.)2 + | —— P.)2
<AlAiledens> <5T771?et> u(fin) (ap;lnet u(Pn)

i, \’ af, \’ af\>
+ <6i> u(Td)2+< f7 > u(Pd)2+<a—Z) (u(po))2

Ténet aPZinet

’ Am 2
+( i ) (u(pdens))z +<u(AAl7Lnﬂ>

0Paens Aliq,mod

(5-44)

It should be noted here that a small approximation has been carried out. It is assumed that the
uncertainty of the relative density used in the volume correction coefficients is uncorrelated with
the density pgens that is explicitly written in Eq. (5-43). As the sensitivity for the relative density in
the volume correction coefficients is quite small, this is a reasonable approximation.

. . . u(Aﬁgfmod) . . .
The model uncertainty term for oil expansion factors, —z,,——, is addressed in Section 0.
ligmod
5.8. Expansion factor model uncertainties

In this Section the model uncertainty of the different combined expansion factors is addressed. First
in Section 5.8.1, some general assumptions and approach for the oil expansion factors is presented.
Then in Sections 5.8.2, 5.8.3, 5.8.4, 5.8.5, and 5.8.6 the model uncertainties for respectively the oil

: AmAp ,mAp ,Ap ,Am met ~met met ~met ; ;
expansion factors A", Ao, Ajigr Alig »and Gy Cplg and Ceyy Cppyy are derived. In Section

5.8.7, the model uncertainty for the steel expansion factor AZ’EAEZ;’CIS derived.

5.8.1. Oil expansion factor — introduction

Am,Ap m,Ap Ap Am
u(Aliq ) u(4gg ) u(Aliq) u(Ajiq)

and

The model uncertainty term for oil expansion factors,

Am,Ap mAp Ap 7 ,Am
lig Alg Aliq lig
u(cig' cpia w(Citm Cptm) -
o and —.——>-- need some more focus. They are related to the model uncertainties of
Ctid Cpia Ctim Cpim

the temperature and pressure expansion factors (¢, and Cp, . These factors calculate the volume
change from a given temperature and pressure to standard temperature and pressure. The model
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uncertainties are given in (APl MPMS 11.1, 2004). When calculations between other temperatures
and pressures are carried out by combining several expansion factors, the model uncertainty for the
total calculation will be different. For example, if a volume correction is carried out from 50 °C to 51
°C, it is expected that the model uncertainty is much less than for a volume correction from 50 °C to
15 °C. In Sections 5.8.2, 5.8.3, 5.8.4, 5.8.5, and 5.8.6 models for model uncertainty that account for

this will be derived, for AlAiZl’Ap,A;?éAp,AlAiZ,Aﬁ;",and ClitCordt and ClLetCoint. For  the
derivations, it is assumed that the temperature correction factor depends on a parameter By which
represents the model uncertainty. This is an artificial constant but can be thought of as a
combination of the oil quality input parameters (K, K;, and K,). The model uncertainty of a

temperature expansion coefficient can then be written as

ac
u(Ctlx)mod = aTt;xu(BT) (5'45)

Similarly, it is assumed that the pressure correction factor depends on a parameter. The model
uncertainty of a pressure expansion coefficient can then be written as

0Cp1x
u(Cplx)mod = 9B, u(Bp) (5-46)

This will be the basis for the derivations in the next three Sections.

It should also be mentioned that in (APl MPMS 11.1, 2004), the model uncertainty of the volume
correction coefficients (Cy, and Cp,) are specified as a fixed percentage (fixed relative uncertainty)
over wide ranges of pressure and temperature. This is implicitly used below in the derivation of the
uncertainty models.

An alternative, and maybe better approach would have been a model for the model uncertainty
similar to the approach for steel expansion factors, see Section 5.8.7. However, in such a case, the
model uncertainty of the oil volume correction factors would have to be defined as a linear function
of the difference between line and standard temperature and between line and standard pressure.
Because this is not the case in (API MPMS 11.1, 2004), such an approach has not been selected here.

5.8.2. Oil expansion factor AlAi;”Ap
The oil expansion factor AlAl.;n’Ap is given in Eq. (4-24) and repeated here for convenience:
prov ~prov
AAmAp _ Ctr?rfltcz;rllrilt Ctlp Cplp 5.47
lig ~ met met ~PTOV ~DTOV (5-47)

tld “pld “tlm “plm

Am,A AmAp .
m p) of A77""P is of relevance for the mass flow rate, when the

liq liq
density is measured by a densitometer, see Eq. (5-38). It can be found as

The model uncertainty u(A
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2
Am,Ap
(u(Auq mad) 2
9 A[AimAp A_mAp
q lig
B, w(Br) | + ET u(Bp)

CDrOVCmet

plm “pld

(e

www.norceresearch.no

2
a7 (Cly )T + Ch?” g (CREICECite = ™ cite g (Gl YR + i 5 (' \
’ Prov Amet)? u(BT) (5_48)
(Ctlm Ctld /
( Cuy* Cin
\C:’ZI,?"C:?;t
2
d d a d
a5y (S Y+ gty (R G~ Ot oy (G )G+ Oy (G50 )\
. > u(Bp
(Comm G’ /

It is now assumed that all the derivatives related to temperature are equal and that all derivatives

related to pressure are equal. This is similar

to assuming that the temperatures

(T;’mv, Tf,’lmv, T,Zl”et, T,;"et) in question here are not too far away from each other, and similarly that

the pressures (Pppmv, Pflmv

This means that the notation will be simplified as follows:

,P,Il”et, Pg{lef) in question here are not too far away from each other.

4 Ctl — 0 CPTOV — 0 prov _ 0 Cmet Cmet
aBT aBT tip aBT tim aBT tim aBT tid -
(5-49)
4 C = 4 prov _ 4 prov __ met _ met
dBp P 9B, Pl T 9B, Pm T gp, Pim T gp, Pl
Eq. (5-48) then simplifies to
2
Amap 2 (G Gt (Clwt + €l )l Cltg" = Cly " Clime (Clim: + Clis*) @
(u(Aliq mad) =\ grrovomer Prov et 2 ﬁ(ctl)u(BT)
plm “pld (Chm Cl T
2
Chy it (Gom + Co )Co Coet = Co Che (Comn” + Cpia®) K C.yu(Bs)
CProv omet (Cpmvcmet 2 63,,( pl)u P
tim “tld pim Cpld (5_50)
Cor Chie (Cipet + Cl ) Cl Gt = Cly Clmt (Cl” + Clg* c 2
+ Cprov . CprOVCmec 2 u( tl)mod
plm ( tim “tld )
Cly Cimet (Coet + Co " )Co Cotet — o Coet (CoLY + Cpit u(6)
prov pl
Coim (crrovemer)” mod
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Expressed with relative standard uncertainties, Eq. (5-50) becomes

2 2
Am,Ap 2 met met met
u(Aliq moa | = [14 Ctlm _ Ctlm _ Ctlm u(Ctl)mod
AAm,Ap Cprov Cprov met Cmet

liq tlp tim  Cig tim
(5-51)
2 2
met met met
1 Cplm Cplm Cplm u(CPl)mod
+ + POV cProv  ~met cmet
plp plm pld plm
. . A
5.8.3. Oil expansion factor A;?q P
The oil expansion factor AZ}('ZAP is given in Eq. (4-5) and repeated here for convenience:
prov ~prov ~met ~met
Am,Ap _ Ctlp Cplp Ctlm Cplm
lig — Cprovcprov (5'52)
tim “plm

The model uncertainty u(AZ.l(’IAp) of A;?&Ap is of relevance for volumetric flow rate at standard
conditions, see Eq. (5-29), and for mass flow rate, when the reference density is measured in a

laboratory, see Eq. (5-35). It can now be found:

2 2
2 [0An"” Y Yot
m,Ap _ liq liq
(u(Aliq mod) _<a—BTu(BT)> +< 3B, u(Bp)

CowCoim
prov
Cplm
2
a a a
3B, (Con )Gl + Ciy” g, (Clin) Com — Ciy” it g (Com (By)
. 5 u(Br
(Clm” (5-53)
Cg;ovctylnnglt
prov
Ctlm
2
d prov prov_0 prov prov d prov
0B, (Cplp )C;:ll;ilt + Cplp 0B, (Clr:llﬁ)cplm - Cplp Clrirllﬁlt 0B, (Cplm )
. 5 u(Bp)
crrov
( plm

As in Section 5.8.2, it is assumed that all the derivatives related to temperature are equal and that
all derivatives related to pressure are equal. Eq. (5-53) then simplifies to
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prov ~met met PTov\ ~prov _ ~Pprov ~met
mAp 2 Gy Coim (Cht + Ciip )Clm Cap Citm 0
u(Aliq - prov 2 —(C”)u(BT)
mod C (Cprov) aBT
pim tim
2
Prov ~met met Prov\ ~prov. _ ~prov ~met
Cop Citm (Cplm +Cop )Cotm — Cpip Cpim 0 c B
cProv provy2 9B »)u(Bp)
tim (Cplm P (5_54)
2
DPTOV ~met met Prov\ ~prov __ ~Pprov ~met
Cplp Cpim (Ctlm +Ctlp )Ctlm Ctlp Ciim C
Cprm; : provy2 u( tl)mad
pim (Ctlm ) 5
PTov ~met met Prov\ ~prov _ ~Pprov ~met
Ctlp Ctlm ( plm + Cplp )Cplm Cplp Cplm C
CcPTov ' provy2 u( pl)mad
tim (Cplm )

Expressed with relative standard uncertainties, Eq. (5-54) becomes

2 2
mAp 2 met met
u(A“q mod | = (14 Ciim _ Ciim u(Ctl)mod
Am,Ap CpTOV CpTOV Cmet
liq tlp tim tim (5_55)
cmet  cmet 2 u(C ) 2
+[1+ plm _ “~plm Pl mod
CpTDU CpTDU Cmet
plp plm plm
. . Ap
5.8.4. Oil expansion factor A“q
The oil expansion factor AlAiZ is given in Eq. (4-16) and repeated here for convenience:
prov ~prov
Ap _ Ctlp Cplp 5.56
lig — Cproucprov ( - )
tim “plm

. A Ap . . . .
The model uncertainty u(A”Z) ofAliZ is of relevance for volumetric flow rate at line conditions, see

Eg. (5-32). It can now be found as

2 2
Ap Ap

2 ! A
Ap _ liq liq
(u(Aliq mod) =\ 38, u(By) | + 3B, u(Bp)
2
d d
R (1 e B
+ Cprov' provy 2 u(BT) 5 57
plm (Ctlm ) ( - )
2
prov L(Cprov)cprov_Cprovi(cprov)
Cip 9B, \"pip Jopim plp 9B, \ pim
+ Cprov' prov 2 u(BP)
tim (Cplm )

As in Sections 5.8.2 and 5.8.3, it is assumed that all the derivatives related to temperature are equal
and that all derivatives related to pressure are equal. Eq. (5-57) then simplifies to
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2 2
(u(al) ) = ol 763'7” " 0 ¢ (Br) o G L’ZU _C’I’?”wi Co)u(Bp)
u liq/) 04 Cprm; (Ct’;m") 63 ( tl)u T Cg::v (Cplrw) ( pl)u P
" r (5-58)
2
prov  ~prov prov 2 prov  ,prov prov
+ (Cplp Ctlm - Ctlp u(Ctl) d) + Ctlp . Cplm Cplp u(C 1)
prov mo. ~prov P
Com  (Ch)” Cim (Chm)” mod

Expressed with relative standard uncertainties, Eq. (5-58) becomes

2 2 2 2 2
() - (1- G () o3 ) (e 550)
mA TovU rov
Aliq ’ Cflm C;rllrent Cglp Cgﬁrﬁ
5.8.5. Oil expansion factor A,,q
The oil expansion factor Allq is given in Eq. (4-18) and repeated here for convenience
chstcmes
A = P 5-60
li Cgl;tcglzgt ( )
The model uncertainty u(Allq ) ofAllq can now be found as
2 A 2
2 0Aj; uq 0Ajg
= u( )| + u(Bp)
( ( llq mod) T 0Bp P
rrlLet
m
C‘Znet 35 (CRRat) Clngt = 5 (B “)c,f?;;t)
(Cnety2 (5-61)
”z‘frf 0 i
( o (3 o (Ct ) cgt - 55 (cz?;f)c:%t)
\ (CHs")?

As in Sections 5.8.2, 5.8.3, and 5.8.4 it is assumed that all the derivatives related to temperature
are equal and that all derivatives related to pressure are equal. Eg. (5-61) then simplifies to
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met met met 2

C 9]
plm “tid Ceim
(u( qu mod <Cmet (Ca)? 0Bg (Ctl)u(BT)>

gzet Crrllgt nllet 9 2
m “p plm
+ (Cmet 9B (Cpl)u(BP) )
tid ( pld) P (5_62)
met Cmet _ met 2
< plm “tid tlm u(Ctl) d>
mo
CZ?; (Ctld)z
m
+ Cmet (Cpl)mod
tid pld)

Expressed with relative standard uncertainties, Eq. (5-62) becomes

2 2 2 2 2
WA ) o\ _ LG\ (wCdmoa \" [ _ Cpim 4o moq (5-63)
Aty )\ Ch Gid) \ Coim
5.8.6. Oil expansion factors c;’;;'-‘cg}f{ and C;'l‘,‘ifC;,",f,ﬁ

The model uncertainty u(CitmodCprrmod) Of the oil expansion factor C/it0aChirmod is Of

relevance for volumetric flow rate from measured mass flow rate, at standard conditions, see Eq.
(5-39) (x = d) and at line conditions see Eq. (5-41) (x = m). It can be found as:

(u(CZ?;fnod nll;?inod))
a(CT?Et mEt 2 a(CY;let met 2
() ()
2

2
(et 5 (et + (e 5o (G ucen)

As in Sections 5.8.2, 5.8.3, and 5.8.4 it is assumed that all the derivatives related to temperature
are equal and that all derivatives related to pressure are equal. Eq. (5-64) then simplifies to

(u(Ctr;lxefnod ”ll;inod))
2 2
— (e 5 Conuen) ) + (Gt 5o Gouten) ) (5-65)

+ ( zTJrll;tu(Ctl)mod)z + (Cglxetu(cpl)mod)
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Expressed with relative standard uncertainties Eq. (5-65) becomes:

met met 2
(u(ctlx,modcplx,mod >
met met
Ctlx,modcplx,mod

2 2 2 2
_ (Cplxctlx> (u(CtZ)mod > + (Ctrln;tcgll;t> u(Cpl)mOd (5—66)
CtGCplx Cglxe ‘ Crix Cplx C{?rll; '
) 2
_ u(Ce)moa n u(Cpl)mod
cie "

5.8.7. Steel expansion factor A;';ﬁfl’c
The steel expansion factor A;’;ﬁé’l’c is given in Eq. (4-6) and repeated here for convenience:

tsp “psp
cal ~cal ~DTOV ~PTOV
CtSp CPSPCtsm Cpsm

mAp,c _
Asteel -

Cprov Cprov Cmet Cmet
< tsm psm> (5-67)

. Ap, Apc . N
The model uncertainty u(Ayeh”) Of Ag e is of relevance for all flow rates covered in this

Handbook, See Egs. (5-29), (5-32), (5-35), and (5-38).

As discussed in Sections 4.3.1 and 4.3.2, the temperature and pressure volume correction factors
for steel can be written as

Cesx = 1+ 3a(T, — Tp) (5-68)

and

Cpsx =1+ .B(Px - Pb) (5-69)

see Eqgs. (4-35) and (4-39). The parameters o and 8 depends on the type of flow meter / prover and

mAp,c

steer Will be calculated from the uncertainty

on the type of steel quality. The model uncertainty of A
in the a and 8 parameters.

The derivation will be divided into two different cases:

e Ultrasonic flow meter as master meter
e Turbine flow meter as master meter, or a displacement prover

First, the case where an ultrasonic flow meter is used as master meter, is addressed. In that case
it is assumed that it is the same type of flow meter that is in use both for the duty meter and the

master meter. Therefore, the @ and f coefficients will be the same for the two meters. In this case

AmAp,c

steel Can be written as
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mAp,c
Asteel

_ (1+3an(177 = 1,)) (14 Bn(B = P,)) (1 + Ban (T = T,))(1 + B (B2 = P,)) (5-70)
- (14 3am (5% = T) ) (14 B (Bs™ = Py)) (14 3 (T = T3) ) (1 + B (BE" = Py) )

/~ can be written as

The model uncertainty of Asteel

2 2
m,Ap,c m,Ap,c
((A%moa )2=<—6’3§€el u(am>> (a“m‘” u(B,, )) (5-71)

By inserting Eq. (5-70) into Eq. (5-71) and carrying out the differentiation, the relative standard
model uncertainty can be written as

u(etined)\ _ [ 3am (T =Ts) Ban(Th™ =Tp)  3m (5% =T4)
A T+ 3an(Tf 7 =T0) " 143an(T5 " ~T5) 1+ 3ay (T3~ T,)
2
_ 3a, (TH —Ty) (u(am)>2
1+ 3a,(TH°" = T}p)

l
G S DU NG et DU e el )
T B (PT=P0) T+, (PT7=P) 144, (P~ Py)

B, (PR — Py) )2 (u(ﬁm)>2

steel

Am

(5-72)

1+ B (P —P))

m

Next, the case of where a turbine flow meter is used as master meter, or a displacement prover is
used, is addressed. In that case there will be different a and f coefficients for the flow meter and

the proving device, and they must be treated as four uncorrelated variables (am, ap,ﬁm,ﬁp) with

respect to the uncertainty. In this case Asteei can be written as

mAp,c
Asteel

_ (1430, (177" = Ty) ) (1 + Bp (B = Py)) (1 + 3em (Tt — Ty)) (1 + B (PR — Py)) (5-73)
(1430, (5% = Ty)) (1 + Bp (B = P) ) (1 + 3 (T = Ty) ) (1 + B (B = Py))

mAp,c
Steel

2 2 2 2
m,Ap,c mAp,c m,Ap,c mAp,c
(u(amene. ., )2=<a“as;:l u(a,,)> +<—"";Slf;el u(p’p)) +<a‘;§eel u( m>> (‘M“E” u(p,, )) (5-74)
p

By inserting Eq. (5-73) into Eq. (5-74) and carrying out the differentiation, the relative standard
model uncertainty can be written as

The model uncertainty of A can be written as
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(u(A;';;i’z;;od ) ) ( 3a, (T3 = T3")

2
(u(ap)>2
(14 3a,(TH" = Tp)) (1 + 3, (T — T))) ap

A
; 38, (P = ") (u(e,)\
(1+3B, Py = P))A+38,(P3* = Py)) ) \ By (5-75)
( 3a, (T — TEI°Y) )2 (u(am)>2
(1 +3am(T = Tp))(A +3an(TH*" = Tp)) \ @n
( 36T’ = Th™) ) (u(ﬁm) ?
+
(1+3B, (T =T (A + 3B, T =Tp)) \ By

5.9. Uncertainty in volumetric water fraction

The uncertainty model for the volumetric volume fraction can generally be written as follows:

2 2 2
(u(wﬁfs) _ <u(c¢)> - )2 (u<¢>> (5-76)
viine Cop Ap+B(1—-¢) ¢
Where:
Cyp: The collective correction of the volumetric water fraction, consisting of the expansion coefficients

presented in Egs. (4-27), (4-30), (4-64), and (4-67). This uncertainty contribution is found
numerically and is further discussed below.

If the volumetric water fraction is found by online water measurement:

¢: Pwio

t t
A: Ceww prw Cglrrel C{)rllren
B: Cewm prm Ceiw Cplw

If the volumetric water fraction is found by sampling and laboratory analysis:

¢: brLas

t t
A Cew1 Cpwi Ciim C{ﬁ%
B: Cewm prm Ceur Cpll

Model uncertainties are negligible.
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2 A(T,P)¢ _ A(T — Ts,P)¢
(u(C¢)> _ AT, PY¢ + BT, PYA—¢) AT —T5,P)p + BU— )
C A(T,P)p
¢ A(T,P)¢ + B(T,P)(1 — ¢) V3
A(T, P)¢ B A 2
+ A(T,P)¢ + B(T,P)(1 —¢) AP+ B(T —Ts,P)(1 — )
A(T,P)¢ V3
A(T,P)¢ + B(T,P)(1 — ¢) (5-77)
2
A(T,P)¢ _ A(T,P — Ps)¢
+ A(T,P)¢ + B(T,P)(1 —¢) A(T,P—Ps)p+B(1—¢)
A(T,P)¢ V3
A(T,P)¢ + B(T,P)(1 — ¢)
A(T,P)¢ B A 2
A(T,P)¢ + B(T,P)(1 —¢) A¢p+ B(T,P—Ps)(1—¢)
A(T,P)¢ V3
A(T,P)¢ + B(T,P)(1 — ¢)
Where:
Ts: The difference in temperature Ty at the flow meter and where the water content is measured (at
the online water cut meter or laboratory).
Ps: The difference in pressure Ps at the flow meter and where the water content is measured (at the

online water cut meter or laboratory).

5.10. Numerical derivation

It is difficult to calculate the derivative of the functional relationships for standard volume flow with
water in oil corrections, due to correlations between variables that are not factored out collectively
(refer to Eq. (4-47) ). Therefore, analytical derivatives are calculated for the case that the variables
are not correlated, and a correction term to account for the correlations is added. This correlation
term is found by numerical derivation of the functional relationship, thus finding the total variance,
and subtracting the sum of variances of the individual contributions (arising from previous terms on
the right-hand side of Egs. (5-2) and (5-3)). Prior to the numerical derivation, Eq. (4-47) is re-written
in terms of its independent variables, e.g., all calculated densities are written as functions of
pressures, temperatures, and measured densities. The numerical derivation is covered in below.

In general, the functional relationship for a quantity, Q, can be written

Q = f(xq,x,%x3, ., Xp) (5-78)

where x4, X5, X3, ..., X, are the independent variables of the function f. The uncertainty model for
Eq. (5-78) is written

u(Q)? = (;—iu(xl))z + (%u(xz)>2 t( L)+t (L) 67

0x5 dx,
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The partial derivatives are numerically calculated as follows:

af N f(xl,xz,x3, e Xiog, X+ 0%, Xy g, ...,xn) — (X1, X2, X3, w0, Xi1, X — OXjy Xjgq, o) Xpy)

axi 26xl (5_80)

where 2dx; is a small perturbation of the independent variable.
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6. OilMetApp Web Application

This chapter documents the OilMetApp web application for carrying out uncertainty analyses based
on the uncertainty models described in this Handbook. It should here be emphasized that the
example input values in that calculation tool are just examples and should not be regarded as
recommended values by NFOGM, NORCE, NOD or any other party.

6.1. Software platform

The new web application was developed in 2020 and is based on the open-source Blazor platform,
developed by Microsoft (https://blazor.net). This platform only uses open web standards
recommended by W3C (https://www.w3.org), including HTML5 and WebAssembly
(https://webassembly.org).

When the user visits a web page all the files that constitutes the application will be downloaded and
the application will run in the browser without need for any further communication with the web
server. The application files are stored in the web browser cache and will only be downloaded again
if there is a new version available.

The web application is supported on all web browsers that supports WebAssembly 1.0 or later, and
this includes all major browsers on both Windows, Linux, Mac, and also mobile and other operating
systems (https://caniuse.com/#feat=wasm). Note that Internet Explorer 11 does not support
WebAssembly and cannot be used to run the new web application.

6.2. Installation and use

The web address for the application will be published on nfogm.no. By visiting the published
address, all the files that constitutes the application will be downloaded and the application will run
in the browser without need for any further communication with the web server. The application
files are stored in the web browser cache and will only be downloaded again if there is a new version
available.

6.3. Program overview
The “OilMetering” application uses input consisting of

e Metering station template (the general type of instruments and layout of these).

e Qil properties.

e Properties for the different equipment included in the template.

e Process conditions and measurement results from the calibration, proving and metering
phases.
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From this input the application then can

bl

Compute and visualize the resulting uncertainty in flow measurement values.
Compute additional relevant properties of the oil and process conditions.
Generate a report in different formats and print the report.

Save work in a file for future use and reference.

The following sections describe the functionality in more detail and uses screenshots from the
application to illustrate.

6.3.1.

Specify metering station template

The start page of the application (Figure 6.1) is also the page where the user specifies the
metering station template, meaning the general type of instruments and the layout of these.
There are several aspects of the metering station that is modeled:

Flow Meter: What type of meter is used and what configuration of sensors is used to
measure the line temperature and line pressure. Ultrasonic, Turbine or Coriolis flow meters
are available.

Stationary prover / master meter: What type of stationary prover / master meter is used
(Ultrasonic, Turbine, Displacement Prover or Coriolis) and what configuration of sensors is
used to measure the temperature and pressure of the prover / master meter (single, dual
or average).

Density measurement: What type of density measurement is used, laboratory
measurement or installed densitometer. If an installed densitometer is used, what
configuration of sensors is used to measure the densitometer temperature and pressure
(single, dual or average).

Water in oil measurement: What type of water in oil measurement is used, laboratory,
online or no metering.

By specifying choices for each of these aspects, the user is in effect selecting a metering station
template. When the user then presses the “Accept and Continue”-button a copy of the selected
template is created and the application moves to the first of several input pages, “Oil Properties”
(Figure 6.2). A page navigation menu below the application header is also displayed, where the user
now can move freely between different pages (Figure 6.3), some related to input and others related
to computed results and visualizations. The pages typically organize content in several sections, and
the user can select a section with some form of navigation control.

The selected metering station template is set up with some example values, so the user can explore
the application functionality without first finishing all the data input.

The following pages are available after the metering station template has been selected:

Metering Station: start page where the selected template is displayed. The user can also
create a new or open an existing from a file.

Liquid: input regarding oil product type, specifying water density and volumetric fraction,
as well as other properties like base pressure and temperature.

Equipment: input regarding properties and uncertainty in the metering station equipment,
for example flow meter, master meter, and the temperature and pressure sensors used.
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Calibration: input regarding calibration conditions and uncertainty in the calibration
procedure. This input page is not applicable when the selected stationary prover is of type
“Displacement Prover”.

Proving: input regarding proving conditions and uncertainty in the proving procedure.
Metering: input regarding metering conditions and uncertainty in the metering procedure.
Results: computed uncertainty of the main flow measurement variables (absolute volume
flow, standard volume flow and mass flow), volume correction factors and density
measurement, all displayed as uncertainty budgets tables.

Charts: computed uncertainty of the main flow measurement variables (absolute volume
flow, standard volume flow and mass flow), volume correction factors and density
measurement, all displayed as uncertainty budgets tables.

Report: summary of the uncertainty analysis formatted as an on-screen report. This can be
printed (and using typical system functionality exported to PDF format), and it is possible to
save the analysis in a file for later use, sharing and reference.

The user can move between the input pages in any order, but due to computational dependencies
the following work flow is recommended when input data: “Qil”->"Equipment”->"Calibration”-
>”Proving”->"Metering”. In addition, the logical flow between sections in each page is typically from

left to right.
The following discusses each of the pages.

Fiscal Oil Metering Station Uncertainty

metering station liquid equipment calibration proving metering results charts report

v1.0.3 About Feedback

ter name 08/14/2024 0 enter description
Flow Meter Stationary Prover / Master Meter Densitometer Water in Oil Measurement
Flow meter Temperature Single . Type of device: Temperature Single " Densitometer:  Temperature single Water Measurement:
type: ) B Laboratory
Ultrasonlc v Pressure Single Ulrasonic  ~  Pressure Single v Single ~ Pressure Single

Figure 6.1. Oil metering application start page, where the user specifies the metering station

template. It is also possible to open a previously saved file.
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metering station liquid equipment calibration proving metering results charts report

oil Water Oil and Water
Product Type Product Type Conditions

Specify oil density at reference conditions
Oil density at reference conditions  po,0il 800 kg/ Oil density at reference temperature and pressure conditions
m3

Specify Oil Product Type (API standards or user defined): Crude v

API Standard Constants for selected oil product type

API Constant Ko 613,97226
API Constant Ki 0

API Constant K2 0

API Constant A -1,6208
API Constant B 0,00021592
API Constant C 0,87096
API Constant D 0,0042092

Specification of model uncertainties for Correction Temperature Liquid (Ctl) and Correction Pressure Liquid (Cpl):
Ctl Model Uncertainty: API v|10.05

Cpl Model Uncertainty: API v | 0.096

Figure 6.2. “Liquid”-page with “Oil Product Type”-section selected, where the user specifies the
oil product type from a set of API standards, or model another product type by entering values
for a set of API constants.

metering station liquid equipment calibration proving metering results charts report

Figure 6.3. Page navigation menu where the user can move freely between different pages,
some related to input and others related to computed results and visualizations.

6.3.2. Liquid page

There are three sections on the liquid page, one concerning the reference density and APl model
of the oil, one concerning the water density and volumetric fraction, and the last concerning the
operating conditions:

e Oil Product Type: specification of oil density at reference conditions and API standard oil
product type, defined by a set of API constants (Figure 6.2).

e Water Product Type: specification of water density at reference temperature and pressure
conditions, as well as the liquid volumetric water fraction at reference conditions. (Figure
6.4).

e 0Oil and Water Conditions: specification of base pressure and temperature and equilibrium
vapor pressure (Figure 6.5).

The available oil product types are as defined in API. An oil product not in the API standard can be
specified by choosing the “Other”-checkbox. The table listing the API standard constants (Figure 6.2)
will then be enabled (it is read-only otherwise) and relevant model parameters can be input and will
be used in the calculation. The model uncertainties for “Cy;” and “C,;” is also given as either API
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standards, or user defined. When specified as “API” the actual values (temperature and pressure
dependent) are displayed for reference in corresponding read-only text fields. When specified as
“User Defined” these text fields become enabled and the user can enter values directly.

Water density at reference conditions, as well as volumetric water fraction are specified in the
“Water Product Type” section.

In the “Oil and Water Conditions” section, the “normal process conditions” is defined. These are the
typical system pressure and temperature values, meaning that these values will be used as default
values for different pressure and temperature values until specified otherwise. For example, when
later specifying “Proving Conditions” (Figure 6.11), the “flow meter conditions” and “master meter
conditions” will both be equal to the “normal process conditions”. The user can then change this as
necessary. Water sampling and measurement, however, is usually performed were typical system
pressure and temperature values do not apply. Therefore, an offset to the typical system pressure
and temperature values are provided for the water measurement point.

metering station liquid equipment calibration proving metering results charts report

il Water 0il and Water
Product Type = Product Type  Conditions

Specify water density at reference conditions

Water density at reference po,water 1000 kg/ Water density at reference temperature and pressure conditions
conditions m3

Specify water fraction

Water in oil ¢, water |1 %, Liquid volumetric water fraction
abs

Figure 6.4. “Liquid”-page with “Water Product Type”-section selected, where the user specifies
the water density at reference conditions, as well as the volumetric water fraction.

metering station liquid equipment calibration proving metering results charts report

0il Water 0il and Water
Product Type  Product Type  Conditions

Normal Process Conditions (used as default values until specified otherwise)

Typical system wide pressure Pn 80 bara

Typical system wide temperature Tn 35 °C

Offsets at water sampling point relative to normal process conditions

Pressure offset AP 79 bara

Temperature offset AT 15 °C

Base Conditions

Base (ref. or std.) pressure Pba 1.013 bara Use default (1.01325 bara)
Base (ref. or std.) temperature Tba 15 °C Use default (15 °C)
Equilibrium vapour pressure Pea 1.013 bara Use default (1.01325 bara)

Figure 6.5. “Liquid”-page with “Oil and Water Condtions”-section selected, where the user
specifies the oil operating conditions.
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6.3.3. Equipment page

The “Equipment”-page contains input regarding properties and uncertainty in the metering station
equipment (Figure 6.6). The content of this page depends on the selected metering station
template, but it can include

¢ Flow meter with temperature and pressure sensors.

e Stationary prover/master meter with temperature and pressure sensors.
e Densitometer with temperature and pressure sensors.

¢ Online water cut meter.

Some of the equipment uncertainty models can be specified either as an overall measurement
uncertainty or as a detailed model of a typical sensor. This choice is controlled by checkbox as shown
in (Figure 6.7) and (Figure 6.8) for a temperature sensor. The online water cut meter (Figure 6.9) is
included only if online water measurement was selected while specifying the metering station
template.

Note that in some views there is functionality for storing frequently used specifications in files for
later retrieval (as shown in Figure 6.8 where the detailed input for a temperature transmitter). The
“Save” -button can be used to save the complete specification to a file, and the “Load”-button can
then later be used for quickly loading the saved specification for a temperature transmitter.

Master Meter ~ Master meter Master meter Flow Meter Flow Meter Flow Meter Water in Oil Densitometer  Densitometer Densitometer
Properties Temperature Tp Pressure Pp Properties Temperature Tm Pressure Pm Uncertainty Uncertainty =~ Temperature Td Pressure Pd

Dimensions

Inner diameter R 400 mm
Wall thickness dw 5 mm
Specify Material Type (typical or user defined): | 304 v

Properties of selected material at 20 °C (accuracy of values are not critical for uncertainty analysis)

Linear coefficient of thermal a 16 1E-6
expansion K™
Modulus of elasticity of material E 200 GPa
Poisson's Ratio 1 0,3

Specification of relative uncertainties in relevant material properties (95% Confidence Level)
Relative Uncertainty in a 10 %  (95% Confidence Level)

Relative Uncertainty in B 10 %  (95% Confidence Level)

Figure 6.6. “Equipment”-page with “Flow Meter”’-section selected. This page concerns
uncertainty in the metering station equipment.

Master Meter ~ Master meter Master meter Flow Meter Flow Meter Flow Meter Water in Oil Densitometer ~ Densitometer Densitometer
Properties Temperature Tp Pressure Pp Properties = Temperature Tm Pressure Pm Uncertainty Uncertainty =~ Temperature Td Pressure Pd

Uncertainty in measurement of flow meter temperature Tm

Overall Input Level

Input Variable Uncertainty Unit Confidence Std. Uncert. ui Sens. Coeff. si Variance (si-ui)?
Overall Uncertainty 0.3 °oC 95% (norm) v 0,15°C 1 0,0225 (°C)2
Combined Standard Uncertainty, Uc 0,15 °C
Expanded Uncertainty (95% Confidence level, k=2), k-Uc 0,3°C
Value 35°C
Relative Expanded Uncertainty (95% Confidence level, k=2) 0,0974 %

Figure 6.7. Overall input for a temperature transmitter.
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Master Meter ~ Master meter Master meter Flow Meter Flow Meter Flow Meter Water in Oil Densitometer Densitometer Densitometer
Properties Temperature Tp Pressure Pp Properties =~ Temperature Tm Pressure Pm Uncertainty Uncertainty Temperature Td Pressure Pd

Uncertainty in measurement of flow meter temperature Tm

Overall Input Level

Properties and Constants

Time Between Calibrations 12 Months

Ambient Temp. At Calibration 20 °C

Input Variable Uncertainty Unit Confidence Std. Uncert. ui Sens. Coeff. si Variance (si-ui)?

Temp. elem. and transm. 0.1 eC 99% (norm) v 0,0333 °C 1 0,00111 (°C)2

Stability 0.1 %MV/24mo | 99% (norm) v 0,0514 °C 1 0,00264 (°C)2

RFI Effects 0.1 °C 99% (norm) v 0,0333 °C i 0,00111 (°C)2

Ambient temp. effect 0.0015 °c/°C 99% (norm) v 0,005 °C 1 2,5E-05 (°C)2

Stability - temp. element 0.05 °C 95% (norm) v 0,025 °C 1 0,000625 (°C)2

Misc. 0 °C 95% (norm) v [ 1 0 (°c)?

comments/documentation

Sum of variances, Z(si-ui)2

Combined Standard Uncertainty, Uc

Expanded Uncertainty (95% Confidence level, k=2), k:Uc
Value

Relative Expanded Uncertainty (95% Confidence level, k=2)

0,00551 (°C)2
0,0742 °C
0,148 °C
35°C

0,0482 %

Figure 6.8. Detailed input for a temperature transmitter. The “Save”-button can be used to save
the complete specification to a file, and the “Load”-button can the later be used for quickly
loading the saved specification.

Master Meter Master meter

Properties

Temperature Tp

Densil er

Master meter Flow Meter Flow Meter Flow Meter Water in Oil Densi er
Pressure Pp Properties = Temperature Tm Pressure Pm Uncertainty Uncertainty

Uncertainty in liquid water fraction at metering

Input Variable

Overall Uncertainty

Uncertainty Unit Confidence Std. Uncert. ui

0.05 %, | 95% (norm) v 0,025 %, abs

abs
Combined Standard Uncertainty, Uc
Expanded Uncertainty (95% Confidence level, k=2), k-Uc
Value

Relative Expanded Uncertainty (95% Confidence level, k=2)

Figure 6.9. Input for an online water cut meter.

6.3.4.

Calibration page

Sens. Coeff. s
1

Temperature Td

Pressure Pd

Variance (si-ui)?
0,000625 (%, abs)?

0,025 %, abs
0,05 %, abs
1 %, abs

5%

The “Calibration”- page (Figure 6.10) contains input regarding calibration conditions and uncertainty

in the calibration procedure of the master meter (Figure 6.8). Note that this input page is not

applicable when the selected stationary prover is of type “Displacement Prover”. It contains the

following sections:

e (Calibration Conditions: pressure and temperature conditions for master meter at
calibration. These are used to calculate corresponding liquid and steel volume correction

factors.

e Master Meter Calibration: specifies the result from the master meter calibration
procedure. The “deviation”-curve together with calibration reference uncertainty and
repeatability for the master meter at the different calibration flow rates is specified. The
calibration curve is also displayed for convenience.
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Calibration Master Meter
Conditions Calibration

Master Meter, Calibration

Add Calibration Point Remove Last Point

www.norceresearch.no

# Rate m3/h Calib. Ref. Uncertainty Deviation Curve Master Meter Repeat. Total %,
%, 95% Conf. (Uncorrected) % %o, 95% Conf. 95%o Conf.
1 100 | 0.031 | 10.043 | |0.027 | 0,0411
2 |500 | 0.031 | -0.044 | |0.027 | 0,0411
3 1000 | 10.031 \ -0.122 | [0.027 | 0,0411
4 1500 | 0.031 | -0.174 | |o.027 | 0,0411
5 2000 | 0.031 | -0.178 | |0.027 | 0,0411
6 2500 | 0.031 \ -0.189 | |0.027 | 0,0411
Calibraton Deviation Curve (Uncorrected) [%]
0.05
0
0.05
0.10
-0.15
—_—
-0.20
0 500 1000 1500 2000 2500

Calibration Flow Rate [m¥h]

comments/documentation

Figure 6.10. “Calibration”-page with “Master Meter Calibration”-section selected. This page
concerns calibration conditions and uncertainty in the calibration procedure.

6.3.5. Proving page

The “Proving”-page contains input regarding proving conditions and uncertainty in the proving
procedure. There are significant differences between the scenario where proving is performed with
an ultrasonic or turbine master meter, and the scenario where a displacement prover is used.

Therefore, these are now described separately.
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Proving with Ultrasonic or Turbine Master Meter
The input page contains the following sections:

¢ Proving Conditions: pressure and temperature conditions for duty meter and master meter,
at proving (Figure 6.11). These are used to calculate corresponding liquid and steel volume
correction factors.

¢ Proving Uncertainty: specifies the proving flow rate and the uncertainty in proving of duty
meter against master meter at this flow rate (Figure 6.12). Repeatability for both duty meter
and master meter at the proving flow rate can be specified, and in addition an uncertainty
due to flow profile and fluid effects on master meter. There is also an uncertainty of the
proving result for the flow meter due to difference between proving flow rate and nearest
calibration flow rate for the master meter, and this is automatically computed and included
in the model. This contribution is also visualized as shown in Figure 6.12.

Proving Proving
Conditions = Uncertainty

Conditions at flow meter during proving

Flow Meter pressure at proving Pm_prov 80 bara Use default (Typical system
wide pressure, Pn)

Flow Meter temperature at proving Tm_prov 35 °C Use default (Typical system
wide temperature, Tn)

Conditions at master meter during proving of flow meter

Master meter pressure at proving Pp_prov 80 bara @ Use default (Typical system
wide pressure, Pn)

Master meter temperature at Tp_prov 35 °C Use default (Typical system
proving wide temperature, Tn)

Figure 6.11. “Proving”-page with “conditions”-section for scenario with duty meter proving by
ultrasonic or turbine master meter.
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Proving Proving
Conditions  Uncertainty

Flow Rate: 800 m3/h

www.norceresearch.no

Uncertainty in proving of flow meter against master meter

Input Variable Uncertainty

Flow meter repeatability at proving |g.027

Master meter repeatability at 0.027
proving
Flow profile and fluid effects on 0.03

master meter

Uncertainty contribution from 0.0361
difference in proving flow rate and
calibration flow rates

comments/documentation

Unit Confidence Std. Uncert. ui Sens. Coeff. si
% | 95% (norm) v 0.0135 % 1
% |95% (norm) v 0.0135 % 1
% 95% (norm) v 0.015 % 1
% 95% (norm) 0.018 % 1

Sum of variances, Z(si-ui)?
Relative Combined Standard Uncertainty
Relative Expanded Uncertainty (95% Confidence level, k=2)

Variance (srui)?
0.000182 (%)?

0.000182 (%)

0.000225 (%)?

0.000325 (%)

0.000915 (%)?
0.0302 %
0.0605 %

Uncertainty of the proving result for the flow meter due to difference between proving flow rate and nearest calibration flow rate for the master meter

0.06

1000 1500 2000

Proving Flow Rate [m3h]

2500

Figure 6.12. Uncertainty in proving of duty meter against master meter at a given proving rate.
Note the visualization of the uncertainty contribution due to difference between proving flow
rate and nearest calibration flow rate for the master meter.

Proving with Ultrasonic or Turbine Master Meter
The input page contains the following sections:

e Proving Conditions: pressure and temperature conditions for duty meter and displacement
prover, at proving (Figure 6.13). These are used to calculate corresponding liquid and steel

volume correction factors.

¢ Proving Uncertainty: specifies the proving flow rate and the uncertainty in proving of duty
meter against displacement prover at this flow rate (Figure 6.14). Repeatability for flow
meter at the proving flow rate and displacement prover uncertainty at proving flow rate can

be specified.
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Proving Proving

Conditions = Uncertainty

Conditions at flow meter during proving

Flow Meter pressure at proving Pm_prov 80 bara Use default (Typical system
wide pressure, Pn)

Flow Meter temperature at proving Tm_prov 35 °C Use default (Typical system
wide temperature, Tn)

Conditions at prover during proving of flow meter

Prover pressure at proving Pp_prov 80 bara B4 Use default (Typical system
wide pressure, Pn)

Prover temperature at proving Tp_prov 35 °C Use default (Typical system
wide temperature, Tn)

Figure 6.13. “Proving”-page with “conditions”-section for scenario with duty meter proving by
displacement prover.

Proving Proving
Conditions = Uncertainty

Uncertainty in proving of flow meter against displacement prover

Properties and Constants

Proving Flow Rate [1000 | m3/
Input Variable Uncertainty Unit Confidence Std. Uncert. Sens. Coeff. Variance
ui Si (si-ui)2
Flow meter repeatability at proving |0.027 ‘ %  |95% (norm) v 0,0135 % 1 0,000182 (%)2
Displacement Prover uncertainty at |0.03 | % |950% (norm) v| 0,015 % 1 0,000225 (%)2
proving
Sum of variances, Z(si-ui)2 0,000407 (%)2
Relative Combined Standard Uncertainty 0,0202 %
Relative Expanded Uncertainty (95% Confidence 0,0404 %
level, k=2)

comments/documentation

Figure 6.14. Uncertainty in proving of duty meter against displacement prover.
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6.3.6. Metering page

The “Metering”-page contains input regarding metering conditions and uncertainty in the
metering procedure. It contains the following sections:

e Metering Conditions: Pressure and temperature conditions for flow meter at metering
(Figure 6.15). These are used to calculate corresponding liquid and steel volume correction
factors.

e Metering Uncertainty: Specifies the metering flow rate, the operating range, and the
linearity of the flow meter in the operating range, and the uncertainty in the flow
measurement procedure at this flow rate (Figure 6.16). In the uncertainty model,
repeatability for flow meter at the metering rate can be specified, and in addition an
uncertainty due to flow profile and fluid effects on the flow meter. There is also an
uncertainty contribution due to difference between metering flow rate and proving flow
rate, and this is automatically computed using the linearity of the flow meter and included
in the model. This contribution is also visualized as shown in Figure 6.16.

¢ Reference Water in Oil Density: If the laboratory water in oil measurement was selected in
the metering station template, the uncertainty of the laboratory measurement of the water
reference density is displayed as shown in Figure 6.17. If the laboratory water in oil
measurement was not selected in the metering station template, this page section is not
shown.

Metering Metering Reference Water in Oil Density

Conditions Uncertainty Uncertainty

Meter Line Operating Conditions

Flow Meter pressure at metering Pm 80 bara Use default (Typical system
wide pressure, Pn)

Flow Meter temperature at metering Tm 35 °C Use default (Typical system
wide temperature, Tn)

Densitometer Line Operating Conditions

Densitometer pressure at metering Pd 80 bar Use default (Typical system
wide pressure, Pn)

Densitometer temperature at Td 35 °C Use default (Typical system

metering wide temperature, Tn)

Additional Operating Conditions
Ambient (air) temperature Tair 10 eC Use default (10 °C)

Figure 6.15. “Metering”-page with “Conditions”-section.
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Metering Metering Reference Water in Oil Density

Conditions  Uncertainty =~ Uncertainty

Flow Rate: 1000 sms/h v |

Uncertainty in flow meter at metering conditions

Properties and Constants

Min. operating flow rate without 100 sm3/
reproving h
Max. operating flow rate without 2500 sms/
reproving h

Linearity of flow meter in the %

operating range

Input Variable Uncertainty Unit Confidence Std. Uncert. u; Sens. Coeff. s Variance (srui)?
Flow meter repeatability at metering ‘0,027 | % \'95% (norm) v'\ 0.0135 % 1 0.000182 (%)?
Flow profile and fluid effects on flow \0,03 | % [95% (norm) v | 0.015 % 1 0.000225 (%)2
meter ' )

Uncertainty contribution from 0.0159 %  100% (rect) 0.00917 % 1 8.41E-05 (%)?2

difference in metering rate and
proving rate

Sum of variances, Z(siui)2 0.000491 (%)2
Relative Combined Standard Uncertainty 0.0222 %
Relative Expanded Uncertainty (95% Confidence level, k=2) 0.0443 %

comments/documentation

Uncertainty of the metering result for the flow meter due to difference between metering flow rate and proving rate
0.16

0.14 g

012

010

0.06

004

0.02

0 500 1000 1500 2000 2500
Metering Flow Rate [m>h]

Figure 6.16. “Metering”-page with “Uncertainty”-section for uncertainty in flow metering at a
given flow rate. Note the visualization of the uncertainty contribution due to difference between
metering flow rate and proving flow rate.

Metering Metering Reference Water in Qil Density

Conditions ~ Uncertainty ~ Uncertainty

Uncertainty in laboratory measurement of water reference density

Input Variable Uncertainty Unit Confidence Std. Uncert. u; Sens. Coeff. s Variance (srui)?
Overall Uncertainty |0‘5 ‘ ,I-(r?: [95% (norm) v | 0.25 kg/m3 1 0.0625 (kg/ms)2
Combined Standard Uncertainty, Uc 0.25 kg/m=
Expanded Uncertainty (95% Confidence level, k=2), k-Uc 0.5 kg/m3
Value 1E+03 kg/m=
Relative Expanded Uncertainty (95% Confidence level, k=2) 0.05 %

Figure 6.17. “Metering”-page with “Reference Water in Oil Density”.
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6.3.7. Results page

This page is the first of several pages that displays the result of the uncertainty calculation based on
the input data (Figure 6.18). There is one section for each of the main flow measurement variables,
standard volume flow, absolute volume flow and mass flow. Then there is one section for each of
the relevant volume correction factors, where the number of factors depends on the chosen
template. In addition, depending on whether oil densitometer is used, there will be a section for the
uncertainty in the computation of reference density.

The uncertainty is displayed as uncertainty budgets tables, and the functional relationship is
displayed for reference. Depending on the model displayed, there can also be a list of “computed
values”. These are values computed from the input data for use in the uncertainty calculation and
listed here for convenience. An example of this is in Figure 6.19 displaying the uncertainty model
for the volume correction factor AligAp and where the different computed values for the related
factors are listed for reference (Ctlm, Cplm, Ctlp, Cplp, etc.).
Fiscal Oil Metering Station Uncertainty 105 Ahest feetbes

metering station liquid equipment calibration proving metering results charts report

USM Meter, Actual Volume Flow

Vprom'ng Vcnhbratron
qeil = A4 qgmednc metaring nom.prover ( oref )(1 _ watar)
v T g

steel qv,nam.ﬂowmster vline

Vr!i::::‘l;?vmetsr V{ﬁﬁﬂgﬁﬁlr
Input Variable Uncertainty Unit Confidence Std. Uncert. u; Sens. Coeff. s; Variance (sru)?
Volume Correction factor AligAp 0.0315 %  95% (norm) 0.0158 % 1 0.000248 %=
Volume Correction factor Asteel 0.00579 %  95% (norm) 0.00289 % 1 8.37E-06 %2
Master meter repeatability at 0.027 %  95% (norm) 0.0135 % 1 0.000182 %=
calibration
Calibration reference uncertainty 0.031 %  95% (norm) 0.0155 % 1 0.00024 %32
Flow meter repeatability at proving 0.027 %  95% (norm) 0.0135 % 1 0.000182 %2
Master meter repeatability at proving 0.027 %  95% (norm) 0.0135 % 1 0.000182 %2
Flow profile and fluid effects on 0.03 %  95% (norm) 0.015 % 1 0.000225 %=
master meter
Uncertainty contribution from 0.0361 %  95% (norm) 0.018 % 1 0.000325 %=

difference in proving flow rate and
calibration flow rates

Flow meter repeatability at metering 0.027 %  95% (norm) 0.0135 % 1 0.000182 %2
Flow profile and fluid effects on flow 0.03 %  95% (norm) 0.015 % 1 0.000225 %=
meter

Uncertainty contribution from 0.0183 %  95% (norm) 0.00917 % 1 8.41E-05 %=

difference in metering rate and
proving rate

Liquid volume correction factor 0.000194 %  95% (norm) 9.7E-05 % 1 9.42E-09 %2
C_(1-$LAB)
Uncertainty in the water cut 0.0505 %  95% (norm) 0.0253 % 1 0.000638 %2
measurement
Sum of variances, Z(s-ui)2 0.00271 %32
Relative Combined Standard Uncertainty 0.052 %
Relative Expanded Uncertainty (95% Confidence level, k=2) 0.104 %

Figure 6.18. Computed uncertainty of the main flow measurement variables (standard volume
flow, absolute volume flow and mass flow) and some other essential values, displayed as
uncertainty budget tables. It is possible to select range with left mouse button pressed and use
standard copy and paste operation into an Excel spreadsheet. There is one chart for each of the
main flow measurement variables, standard volume flow, absolute volume flow and mass flow.
Then there is one chart for each of the relevant volume correction factors, where the number of
factors depends on the chosen template. In addition, depending on whether oil densitometer is
used there will be a chart for the uncertainty in the computation of reference density.
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It is also possible to copy all or parts of the different tables to Excel as a table. Select range with left
mouse button pressed and use standard copy and paste operation into and Excel spreadsheet.

Volume Correction factor AligAmAp

MEt v MEl oy PrOV o PrOV
AmAp Cz.’m Cp.’m Cz.’p Cp.’p
g (et (imet 1 prov ~ prov

dd ~ pid “im “ pim

Computed Values

Ctld_met 0.9807 Liquid volume correction factor from densitometer temperature at metering to ref. cond.
Cpld_met 1.008 Liquid volume correction factor from densitometer pressure at metering to ref. cond.

Ctim_met 0.9807 Liquid volume correction factor from flow meter temperature at metering to ref. cond.

Cplm_met 1.008 Liquid volume correction factor from flow meter pressure at metering to ref. cond.

Ctlm_prov 0.9807 Liquid volume correction factor from flow meter temperature at proving to ref. cond.

Cplm_prov 1.008 Liquid volume correction factor from flow meter pressure at proving to ref. cond.

Ctlp_prov 0.9807 Liquid volume correction factor from proving device temperature at proving to ref. cond.
Cplp_prov 1.008 Liquid volume correction factor from proving device pressure at proving to ref. cond.

AligAmAp 1 Liquid volume correction factor from proving device to flow meter conditions at proving, and from

flow meter to densitometer cond. at metering.

Input Variable Uncertainty Unit Confidence Std. Uncert. u; Sens. Coeff. s Variance (siui)?
Flow Meter Temperature Tm 0.148 °C  95% (norm) 0.0742 °C 6.5E-06 2.33E-13 %=
Flow Meter Pressure Pm 0.24 bara 95% (norm) 0.12 bar 1.17E-07 1.96E-16 %?2
Master Meter Temperature Tp 0.3 °C  95% (norm) 0.15 °C -0.0936 0.000197 %?
Master Meter Pressure Pp 0.24 bara 95% (norm) 0.12 bar 0.00986 1.4E-06 %2
Densitometer Temperature Td 0.3 °C  95% (norm) 0.15 °C 0.0936 0.000197 %2
Densitometer Pressure Pd 0.24 bar 95% (norm) 0.12 bar -0.00986 1.4E-06 %2
Reference Density Po 0.98 ka/ 95% (norm) 0.49 kg/m= 0 0 %2
m=
Ctl model uncertainty 0.05 %  95% (norm) 0.025 % 0 0 %2
Cpl model uncertainty 0.096 %  95% (norm) 0.048 % 0 0 %2
Sum of variances, Z(sui)? 0.000397 %?
Relative Combined Standard Uncertainty 0.0199 %
Relative Expanded Uncertainty (95% Confidence level, k=2) 0.0399 %

Figure 6.19. Uncertainty model for the volume correction factor AligAmAp with the different
computed values for the related factors listed for reference.

6.3.8. Uncertainty budgets charts page

This page displays the same data as the “Result”-page, but as uncertainty budget charts (Figure
6.20). The bar chart displays numerical values when the mouse pointer hover over a bar, and it is
possible to copy the chart as an image by “right-clicking” on the chart and select either save or copy
from the context menu.
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Fiscal Oil Metering Station Uncertainty O e meee

metering station liquid equipment calibration proving metering results charts report

USM Meter, Actual Volume Flow

Contribution to the expanded uncertainty of Actual Volume Flow
Volume Cormreclion factor Alighp
Volume Correction factor Asteel
Master meter repeatability at calibration
Calibration reference uncertainty
Flow meter repeatability at proving
Master meter repeatability at proving

Flow profile and fluid effects on master meter

L from in
proving flow rate and calibration flow rates

Flow meter repeatability at metering

Flow profile and fluid effects on flow meter

from in
metering rate and proving rate

Liquid volume correction factor C_(1-LAB)
Uncertainty in the water cut measurement

Total

0 0.02 0.04 0.06 0.08 010 012
Expanded uncertainty, k = 2 (95 % conf. level) [%]

Figure 6.20. Computed uncertainty of the main flow measurement variables (standard volume
flow, absolute volume flow, and mass flow) and some other essential values, displayed as
uncertainty budget charts. Note that it is possible to copy the chart as an image by right-clicking
on the chart and select either save or copy from the context menu.
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6.3.9. Uncertainty report page

The “Report”-page contains a summary of the uncertainty analysis formatted as an on-screen
report (Figure 6.21).

v1.0.3 About Feedback

Fiscal Oil Metering Station Uncertainty

metering station liquid equipment calibration proving metering results charts report

Oil metering station uncertainty report for:, 8/14/2024

X
-t

‘-

Liquid Mix Flow Rates

Standard Volume Flow qvo_mix 1000 Sm3/
h

Mass Flow gm_mix 800000 ka/h

Absolute Volume Flow qv_mix G988 m=/h

Oil Flow Rates

Standard Volume Flow qve 990 ﬁms,t‘
Mass Flow am 792000 ka/h
Absolute Volume Flow qv 978 m3/h

Figure 6.21

v1.0.3 About Feedback

Fiscal Oil Metering Station Uncertainty

metering station liquid equipment calibration proving metering results charts report

Oil metering station uncertainty report for:, 8/14/2024

X
—t?

‘-

Liquid Mix Flow Rates

Standard Volume Flow qvo_mix 1000 Emz,f
Mass Flow gm_mix 800000 ka/h
Absolute Volume Flow qv_mix G988 m=/h

Oil Flow Rates

Standard Volume Flow qve 990 ﬁms,t‘
Mass Flow am 792000 ka/h
Absolute Volume Flow qv 978 m=/h

Figure 6.21. The “report”-page contains a summary of the uncertainty analysis formatted as an
on-screen report. This can be printed, and it is possible to save the analysis in a file for later use

and reference.

The on-screen report includes the following:
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¢ Print-button: Shows the browser/system “print-preview” dialog where typical settings for
the printout is selected, and a preview of the result is displayed.

¢ Save-button: Downloads a file with a name consisting of the “name” and “date” fields
selected on the frontpage of the application.

e Header which integrates the <Name>, <Date> and <Description> input from start page.

e Graphic that displays the selected metering station template.

e Tables listing the line metering operating conditions, proving conditions and calibration
conditions.

6.3.10. Note about use of “browser refresh”

The application holds all input and results in memory until the user explicitly saves an uncertainty
analysis to file. If the user presses the browser refresh button at any point before saving, all input
and results are lost. There is no reason for the user to do this, other than by accident. A “browser
refresh” should be avoided, and if the user wants to start a new uncertainty analysis, the “Create
New”-button on the application start page should be used. Note that the web-application is not
influenced by network disconnects, since after the web-application is loaded there is no further
communication with the webserver.
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/. Summary

This Handbook documents uncertainty models for fiscal oil metering stations using ultrasonic,
turbine or Coriolis flow meters. Proving device is either a displacement prover, an ultrasonic flow
master meter or a turbine flow master meter in case of volume flow meter. If the flow meter is a
Coriolis meter, the proving device will also be a Coriolis flow meter. The uncertainty models cover
volumetric flow rate at standard conditions, volumetric flow rate at line conditions and mass flow
rate. Volumetric water fractions of up to 5 % are covered and is either measured online or obtained
through sampling and laboratory analysis. The density is either measured by an online densitometer
or obtained through sampling and laboratory analysis.

The uncertainty models are implemented on the web application (OilMetApp) using HTML and
WebAssembly. This can be accessed for free from nfogm.no.

The present work is related to similar work on fiscal oil metering stations, see (Frgysa, et al., 2020),
(Froysa, et al., 2018) and (Frgysa, et al., 2015) . It is also based on (Dahl, et al., 2003), (Lunde, et al.,
2002) and (Lunde, et al., 2010).

The first version of this Handbook was published in 2015. The 2015-version focused on the
uncertainty analysis for fiscal oil measurements performed with ultrasonic meters. In 2018,
additional metering technologies were added. Cases with turbine and Coriolis meters as master
meters were included, turbine meter as a possible proving meter, and in case of a Coriolis master
meter; a Coriolis proving meter. In 2020, the software platform was moved from Silverlight to
WebAssembly. In the present 2024-version, the uncertainty models are updated to include
corrections for cases with water in oil, and the models are designed for volumetric water contents
of up to 5 %. This accounts for added measurement uncertainty when small water fractions are
measured.
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Appendix A

Detailed formulas for the linearity contribution to the proving uncertainty

This Appendix gives the details regarding the linearity contribution to the proving uncertainty in the
case of a master meter proving device. The uncertainty contribution appears in the third term on
the right-hand side of Eq. (5-16). This uncertainty contribution is caused by the fact that the flow
calibration of the master meter is carried out at a limited number of flow rates. The correction of
the flow (master) meter is based on an interpolation overflow rates of the deviations from reference
at the flow rates used in the flow calibration. The results presented here are based on (Lunde, et al.,
2002), (Lunde, et al., 2010), and (Frgysa, et al., 2014).

A1l Functional relationship

After flow calibration, an adjustment of the flow meter shall be performed. The flow calibration is
carried out by comparing the output flow rate from the flow meter with the similar reading from a
reference measurement. This is carried out at a set of N different flow rates where the reference
meter measured the flow rate g, y¢f; ,, and the flow meter measured the flow rate g, peter,is i =
1,...,N. Afull correction of the flow meter at each of these flow rates can therefore be written as

Qvi = KiGu meter,i (A1)
where

K, = Quref,i (A.2)
qu,Meter,i

The relative difference in per cent between the flow rate as measured by the flow meter and the
reference meter can be written as

Qv,meter,i — Quref,i (A.3)

p; = 100
' Clv,ref,i

The relation between these two quantities is

1-K; 100 (A.4)
=100 —— K = ————
Pi K, 1T 100 +p;

From these correction factors a general correction factor valid for all flow rates (and not only at the

specific flow rates where the flow calibration is carried out) is established. This can formally be
written as

qv = KQU,Meter (A.5)

where
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K = f(Ky, Ky, .., Ky, @) (A.6)
This factor corresponds to correcting a percentage deviation of p %, where

1-K 100 (A7)
= 100—— ;K = ———
Pi K " T 100+p

In practice, such a correction could have been carried out by different methods, including

i. no correction,

ii. a constant percentage correction,

iii. linear interpolation, and

iv. other methods (splines and other curve fittings).

If one of the two first methods is used, there will be known systematic errors left which are not
corrected for. This is not in accordance with the Regulations relating to fiscal measurement in the
petroleum activities issued by the Norwegian Offshore Directorate (NOD, 2023), where one
requirement in § 64 is that “Calibration shall take place in such a manner that systematic effects as
a result of differences between calibration and operating conditions are avoided or compensated
for.” They will therefore not be covered here.

In the third method, the adjustment will be based on a linear interpolation between the adjustment
factors established for the flow rates used in the flow calibration. Such an interpolation can be
carried out either on K, or on the percentage deviation p. Here, a linear interpolation in p is
described. Both for the correction and for the uncertainty analysis, the results will almost be the
same whether the interpolation is carried out on p or on K. The linear interpolation can be written
as

_ Pi+1 — Pi )
P= D + _ (CIU,Meter - CIU,Meter,i)'
CIV,Meter,i+1 CIV,Meter,i

(A.8)

When QV,Meter,i < CIU,Meter < CIv,Meter,i+1

K can then be found from Eq. (A.7). It should be commented that this third method provides a
correction such that the flow meter’s flow rate will be corrected to the reference meter flow rate,
when the flow rate is equal to any of the flow rates used in the flow calibration. This case is therefore
in agreement with the Regulations relating to fiscal measurement in the petroleum activities issued
by the Norwegian Offshore Directorate.

The fourth method is a generalization of the third method, where the linear interpolation is replaced
with a non-linear interpolation (e.g., based on splines) or a partially linear interpolation where more
interpolation points than the ones used in the flow calibration (ref. method (iii)) are used. In such
cases, it is recommended that for the uncertainty analysis, it is treated as method (iii).
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A2 Uncertainty model

The uncertainty of the flow rate due to the above-mentioned adjustment of a flow meter after flow
calibration will now be described. This is the linearity contribution to the proving uncertainty, as
appearing in the third term on the right-hand side of Eq. (5-16). It can be written as

2 (A.9)
u(qgg,(l)itlearity) _ (U(K)>2
- prov =\
o K

with a reference to Eq. (A.5). The term is related to the percentage difference, p, between flow rate
from the flow meter and the reference measurement, because of Eq. (A.4). The actual expression
depends on the adjustment method for the flow meter, and of any uncorrected percentage
deviations, 6p, between the flow meter and the reference meter. As discussed above, only a linear
interpolation correction method will be addressed here.

More specifically, the correction is carried out using a linear interpolation in the percentage
deviation between the flow meter and the reference meter. The linear interpolation provides an
approximate value for the deviation from reference for flow rates between the ones used in the
flow calibration. This is illustrated in an example shown in Figure A.1, where a flow meter is flow
calibrated at volume flow rates at standard conditions of 500 m3/h and 2000 m3/h. The deviation
from reference at 500 m3/h is in this example 0.3 %. At 2000 m3/h it is 0.1 %. The blue curve
represents the interpolated for volume flow rates at standard conditions between 500 m3/h and
2000 m3/h. The correction of the meter is based on this curve. However, such a linear interpolation
is an approximation, and the exact shape of the deviation curve is not known. In this work it is
assumed that the true curve is somewhere inside the red parallelogram. It is further assumed that
the probability is the same for the curve to be anywhere inside the parallelogram. The maximum
(and unknown) uncorrected percentage deviation after correction is therefore not larger than:

b when qu,Meter,i < qu,Meter < (QV,Meter,i + QU,Meter,i+1)/2:

Qvo,Meter — qvo,Meter,i (A.10)
6p = — |Pi+1 — pil;
qu,Meter,i+1 qu,Meter,i
Qv,Meter,itdv,Meter,i+1 .
e when > < Quo,Meter < Qvo,Meter,i:
qvo,Meter,i+1 — qvo,Meter (A.11)

op = |pis1 — pil;

qvo,Mmeter,i+1 — Qvo,Meter,i

This maximum percentage deviation is shown in Figure A.2.

For flow rates outside the calibrated range, extrapolation is carried out for getting an estimate for
the uncorrected percentage deviation. In this case, the uncorrected percentage deviation increases
as the flow rate leaves the calibrated range, and is calculated as
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qvo,Meter — Qvo,Meter,1 A.12
Sp = lp2 = pal; (A.12)
qvo,Meter,2 — Qvo,Meter,1
when qyo meter < Quometer1
and
qvo,Meter — qvo,Metern A.13
op = |Pn — Pn-1l; (A-13)

dvo,Meterm — Qvo,Metern—1

when qu,Meter > qu,Meter,n

The expression for dp is considered to be expanded uncertainty of p with 100 % confidence level
and rectangular distribution function. The standard uncertainty of p is then found by dividing ép

with the square root of 3. The relative standard uncertainty of the correction factor estimate can
now be written as

prov A.14
u(qvo,linearity) _ u(K) _ 1 ap u( )_ 6p/\/§ ( )
prov K )" Kok “ P’ 100+ p
v0,linearity
0.35
-8-Linear interpolation
03 —Assumed area, true curve
§' 0.25
[+1]
(%]
=
e
& 0.2
e
£
o
& 0.15
=
o
=3
(1]
'uSJ 0.1
o
0.05
D .
0 500 1000 1500 2000 2500
Standard volume flow rate [m%h]]

Figure A.1. Example of deviation from reference at flow calibration at a standard volume flow rate
of 500 m3/h (here deviation of 0.3 %) and 2000 m3/h (here deviation of 0.1%). For the correction
of the flow meter, the deviation at flow rates between 500 m3/h and 2000 m3/h are found by

linear interpolation (blue curve). It is assumed that the “true” deviation curve is somewhere
within the red parallelogram.
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Figure A.2. Relative standard uncertainty related to the correction factor for the example shown
in Figure A.1.
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Appendix B

List of symbols

This appendix contains a list of the most relevant parameters used throughout this Handbook.

A”q:

Asteel

Cplx:

Cpsx:

Cowy:

Ctlx:

Csx:

Cewx:

Combinations of pressure and temperature volume coefficients, of relevance when
calculating the volumetric flow rate at standard conditions, the volumetric flow rate
at line conditions and the mass flow rate. A;;, is combined with superscripts “p” (for
proving) and/or “m” (for metering). A delta (4) in front of “p” or “m” means that
volume correction between two conditions during proving or metering. No delta (A)
means that the volume correction to standard pressure and temperature is
calculated.

Combinations of pressure and temperature volume coefficients, of relevance when
calculating the volumetric flow rate at standard conditions, the volumetric flow rate
at line conditions and the mass flow rate. Ag;qe; is combined with superscripts “c”
(for calibration), “p” (for proving) and/or “m” (for metering). A delta (A) in from of
“c”, “p” or “m” means that volume correction between two conditions during
proving or metering. No delta (A) means that the volume correction to standard

pressure and temperature is calculated.

Volume correction coefficient for oil (liquid), for pressure changes from the pressure
at condition “x” to standard pressure.

Volume correction coefficient for steel, for pressure changes from a base pressure
to the pressure at condition “x”.

Volume correction coefficient for water, for pressure changes from a base pressure
to the pressure at condition “x”.

Volume correction coefficient for oil (liquid), for temperature changes from the
temperature at condition “x” to standard temperature.

Volume correction coefficient for steel, for temperature changes from a base
temperature to the temperature at condition “x”.

Volume correction coefficient for water for temperature changes from the
temperature at condition “x” to standard temperature.

Correction factor to be applied after flow calibration, see Eq. (A.5).
Percentage deviation that is corrected after flow calibration, see Eq. (A.7).
Absolute pressure at condition “x”.

Absolute standard pressure (1 atm = 101325 Pa)
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Mass flow rate, as measured by the primary flow meter, after corrections from the
proving and calibration.

Volumetric flow rate at line (flow meter) conditions, as measured by the primary
flow meter, after corrections from the proving and calibration.

Volumetric flow rate at standard conditions (volumetric flow rate converted to
standard temperature and pressure), as measured by the primary flow meter, after
corrections from the proving and calibration.

Volumetric flow rate at line conditions that would have been measured by

the primary flow meter during metering, without the corrections from the proving
and calibration, and if temperature and pressure expansions in steel had not been
taken into account.

Temperature (°C) at condition “x”.
Standard temperature (15 °C).

Standard uncertainty of quantity.
Relative standard uncertainty of quantity.

The standard volume of oil measured by the primary flow meter volume, after
corrections from the proving and calibration.

The standard volume of oil measured by the primary flow meter volume at metering

(line conditions), without the corrections from the proving and calibration.

The standard volume of oil measured by the primary flow meter during proving of

the primary flow meter.

The standard volume of oil that would have been measured by the proving device
during calibration of the proving device if temperature and pressure expansions in
steel had not been taken into account.

The standard volume of oil measured by the reference instrumentation during
calibration of the proving device.

The standard volume of oil measured by the proving device during calibration of the
proving device.

The standard volume of oil measured by the proving device during proving of the

primary flow meter.

The actual volume of oil (line conditions) that would have been measured

by the primary flow meter volume at metering, without the corrections from the

99



NORCE Norwegian Research centre AS www.norceresearch.no

proving and calibration, if temperature and pressure expansions in steel had not
been taken into account.

Vfg&?}?fwmewr: The actual volume of oil (line conditions) that would have been measured by the
primary flow meter during proving of the primary flow meter if temperature and
pressure expansions in steel had notbeen taken into account.

V;%?J;i?fvw: The actual volume of oil (line conditions) that would have been measured by the

proving device during proving of the primary flow meter if temperature and
pressure expansions in steel not had been taken into account.

ép: Uncorrected percentage deviation after flow calibration, see Section A2.
Pdens: Oil density at densitometer conditions

Po: Oil density at standard conditions

¢ : The volumetric water fraction

Conditions substituting “x”: Index “d” means densitometer conditions, index “m” means line (flow
meter) conditions, index means proving device condition and index “c” means flow calibration
t dit dex “p” d dit d index “c” fl librat

conditions.

Superscript “met” means during normal metering, “prov” means during proving and “cal” means
during flow calibration.
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